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Medical image analysis technology based on deep learning has played an important role in computer-aided disease diagnosis and
treatment. Classification accuracy has always been the primary goal pursued by researchers. However, the image transmission
process also faces the problems of limited wireless ad-hoc network (WAN) bandwidth and increased security risks. Moreover,
when user data are exposed to unauthorized users, platforms can easily leak personal privacy. Aiming at the abovementioned
problems, a systemmodel and an access control scheme for the collaborative analysis of the diagnosis of diabetic retinopathy (DR)
are constructed in this paper. (e system model includes two stages of data cleaning and lesion classification. In the data cleaning
phase, the private cloud writes the model obtained after training into the blockchain, and other private clouds use the best-
performing model on the chain to identify the image quality when cleaning data and pass the high-quality image to the lesion
classification model for use. In the lesion classification stage, each private cloud trains the classification model separately; uploads
its own model parameters to the public cloud for aggregation to obtain a global model; and then sends the global model to each
private cloud to achieve collaborative learning, reduce the amount of data transmission, and protect personal privacy. Access
control schemes include improved role-based access control (RAC) used within the private cloud and blockchain-based access
control used during the interaction between the private cloud and the public cloud program (BAC). RAC grants both functional
rights and data access rights to roles and takes into account object attributes for fine-grained level control. Based on certificateless
public-key encryption technology and blockchain technology, BAC can realize the identity authentication and authority
identification of the private cloud while requesting the transmission of model parameters from the private cloud to the public
cloud and protect the security of the identity, authority, and model parameters of the private cloud to achieve the effect of
lightweight access control. In the experimental part, two retinal datasets are used for DR classification analysis. (e results show
that data cleaning can effectively remove low-quality images and improve the accuracy of early lesion classification for doctors,
with an accuracy rate of 90.2%.

1. Introduction

With the development of digital medicine and machine
learning, more and more e-health systems are favored by
academia and industries. Due to the digital nature, much

medical data need to be stored electronically and shared
through cloud platforms for higher quality and broader
applications. (e medical image analysis process is usually
based on the identification of doctors or experts. Still, it is
easy to cause visual fatigue, which leads to a decrease in
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identification accuracy. Deep learning algorithms, especially
convolution neural networks, can automatically learn more
specific features to improve classification accuracy. (ere-
fore, it has quickly become a research hotspot for analyzing
medical images [1]. However, the amount of image data will
affect the model training accuracy and it is not easy to gather
all the photos of all hospitals together in reality. Scholars
have proposed deep collaborative learning to improve the
classification accuracy and applied it in medical image
analysis [2]. However, in these medical image data pro-
cessing systems with independent private clouds, user data
are easily exposed to illegal users [3]. Access control set of
access rules can ensure that authorized users can access
resources and unauthorized users cannot access them to
solve the problems of data security and privacy leakage [4].

In the past, people have used deep learning or collab-
orative deep learning algorithms to analyze medical images.
A feature transfer network and local background suppres-
sion-based method for microaneurysm detection, for ex-
ample, is proposed in literature [5]. A deconvolutional
neural network, on the other hand, is proposed in literature
[6]. Using morphological opening and closing operations,
reference [7] can get rid of isolated noise points. To make
training and test sets, for example, a method of comparing
the size of each picture is used. As an example, the literature
[8] came up with a collaborative deep learning model to help
people figure out which lung nodules are malignant and
which are not, even though they have limited chest CTdata.
(is model is based on multiview knowledge [9] based on
two collaborative convolutional neural network models; this
section proposes an automatic segmentation algorithm for
shoulder joint images that can accurately segment the gle-
noid and humeral head in shoulder collective images [10].
(is section proposes a segmentation learning method for
deep learning of healthcare collaboration. However, the
existing deep learning and collaborative deep learning al-
gorithms only think about how to make models. So, it does
not take into account how data cleaning and classification
work together, which will lead to low data quality. (ere are
also issues with personal privacy and data security.

2. Related Work

Scholars have come up with a variety of ways to keepmedical
data safe and private. For example, in literature [11], there is
a way to control access to medical images by using a two-
layer system. S. M. Islam and others came up with a risk-
based access control model that changes as people get more
or less access. Role-based access control (RBAC), attribute-
based access control (ABAC), and blockchain-based access
control are some of the most common access control models
(blockchain-based access control, BBAC). RBAC uses the
user’s role to set a security policy and the procedure is
usually linked to the user’s job. (is is common in a hospital
information system (HIS) that is used in the real world.
Literature [11] came up with a way to control access to a
cloud infrastructure-as-a-service based on roles. N. Weng
and his team came up with a way to get reasonable fine-
grained access control. (ey came up with the attribute-

based controlled collaborative access control (ABCCCC)
model. (e data owner chooses a group of people to col-
laborate with. In [12], attribute-based fine-grained access
control encryption is designed to mark ciphertexts with
attribute sets so that only certain people can read them.
Because of the blockchain’s decentralization and immuta-
bility, it is a good idea to use it to solve problems with
electronic medical records’ interoperability and security
[13]. Blockchain-based access control methods have been
used in some medical information systems before. In [14], a
design that is both scalable and robust is shown. It uses
blockchain technology for access control. It uses a discrete
wavelet transform method to make it more secure. Block-
chain was used by O. Oktay et al. to keep patient health
records safe and private, which solved the problem of losing
control when encrypting data [15]. Some works do not pay
attention to how fine-grained access is at the attribute level.
For BBAC, many pieces do not pay attention to the fact that
they are lightweight. So, the performance and scalability of
their scheme are limited by complicated consensus mech-
anisms that take a lot of time.

Two access control schemes are proposed in this paper to
keep people from getting their hands on medical data
without permission. One is an improved role-based access
control (RAC) scheme and the other is a blockchain-based
access control (BAC) scheme. RAC is based on how im-
portant a role is, with attribute-level constraints from
available permissions and data permissions that keep people
who are not supposed to be able to access the HIS from doing
so. BAC uses blockchain technology to keep third-party
trusted third-party authorities out of the distributed network
architecture, which does not need them. Access control
policies use a lightweight certificateless public-key encryp-
tion algorithm to protect medical data’s security, as well as to
cut down on the amount of data that needs to be sent. So that
other systems used are more secure and have enough
bandwidth, because most of the HIS’s functions are done on
the local network. For example, when using the system
functions on a LAN, the role-based access control scheme is
used. (e lightweight access control scheme based on
blockchain, however, is used when using system functions
for WAN.

3. Deep Learning for Classification

(e quality of clinical medical images is uneven and low-
quality color fundus images mainly have problems such as
low contrast, overexposure, and noise in the picture. (ese
low-quality images significantly increase the difficulty of
diagnosis for ophthalmologists and even cannot distinguish
the types of lesions in the early stage of DR, such as bleeding
spots and hard exudates. At the same time, when using
computer technology to detect DR lesions automatically,
low-quality color fundus images will significantly interfere
with the training process of the detection model, so that a
model for accurate detection of lesions cannot be trained.
(erefore, culling these low-quality images in the data
cleaning stage can significantly improve model detection. In
this paper, the CNN model is used to detect low-quality
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photos. (e model structure is shown in Figure 1, and the
model parameters are shown in Table 1. In this paper, the
model in [16] is used to detect bleeding points and hard
exudates in fundus images, and the detection effect is better
than most of the existing methods.

4. Experiments and Result Analysis

4.1. Comparison of RBAC Schemes. Table 2 lists some role-
based access control models and compares them with the
RAC model in this paper in terms of attribute-based, flex-
ibility, and dynamism. (e RAC model proposed in this
paper can be flexibly configured when controlling data
domain access. Different levels of roles can realize data
access in different scopes. Functional operations can be
increased or decreased according to business needs. It has
the characteristics of flexibility, dynamism, and scalability. It
has been applied in practical projects and proved available
and convenient. In addition, RAC enables fine-grained
access control based on attributes. As shown from Table 2,
RAC is superior to ABCCC, E-RBAC/SAT-RBAC, and
ABAC-IaaS in terms of whether to support attribute-level
power, flexibility, dynamism, scalability, multilevel security
control, and model security.

4.2. Comparison of Running Time in BAC. (e runtime
comparison tests were done on a computer with the Win-
dows 10 operating system that had a 2.9GHz Intel(R)
Core(TM) i7-7500U, 8Gb RAM, 128Gb SSD, and 1 Tb
HDD. IDEA 2018.3.1 Ultimate Edition was used to write the
code. Encryption and decryption, as well as signing and
verifying, are based on ECIES and ECDSA. In Secp160r1, we
use the parameters in Secp160r1 (SEC2) as a guide for the
security strength of ECC with 160 bit keys.(e algorithm for
symmetric keys in Encrypt is 128 bit AES. If you want to
figure out how much time it takes to do arithmetic oper-
ations like hashing and symmetric cryptography, you usually
look at the number of scalar multiplications and the running
time of each one (a scalar multiplication running time the
average is about 0.81ms).

In the BAC scheme, PE is encrypted/decrypted, signed,
and authenticated with BL-CL-PKC. Compared to the lit-
erature, it encrypts L-CL-PKS and PKE with the literature
[21–23] and PKS with the literature [16, 24–26], [27–29].
Figure 2(a) shows how long it takes the algorithm to do
encryption and decryption on PE. (e figure shows that the
algorithm L-CL-PKE is better than the comparison algo-
rithm when it comes to how long it takes to encrypt and
decrypt a piece of data. As you can see in Figure 2(b), the

Original Image Cleansed

Conv Conv Conv

Max-Pooling

Fully Connected Layer 

Low
Quality

Figure 1: Data cleaning model.

Table 1: Data cleaning model parameters.

Floor Type Feature map size Filter size Step size Number of parameters
0 Input 88× 88× 3 — — —
1 Convolution layer 88× 88× 24 5× 5× 24 1 624
2 Convolution layer 80× 80×16 3× 3×16 1 160
3 Convolution layer 78× 78× 8 3× 3× 8 1 80
4 Max-pooling 39× 39× 8 2× 2 2 —
5 Fully connected layer 64 — — 778688
6 Fully connected layer 2 — — 126

Table 2: Comparison of role-based access control.

Model RBAC (proposed) ABCCC [17] E-RBAC [18] SAT-RBAC [19] ABAC-IaaS [20]
Support attribute Support Support Not support Not support Support
Flexibility High Low High Low Generally
Dynamism High Low Low Low High
Extensibility High Low Low Low High
Multilevel security control Support Support Not support Not support Not support
Model safety High High Low Generally Low
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algorithm’s running time for PE signature and authenti-
cation operations is shown. L-CL-PKS is a better algorithm
than the comparison algorithm when it comes to the time it
takes to sign and authenticate a PE file, as shown in the
figure. Due to the bilinear pairings used in CL-PKE, the
running time is longer. Because the cost is more than scalar
multiplication, the other algorithms have more scalar
multiplication than this one [30]. On the other hand, the
design of L-CL-PKE in this paper does not use identity-
based encryption. Instead, it tries to make ECCwork with ID
instead. Still, it has the same features of identity-based
public-key encryption. So, the proposed BAC scheme is very
light. Table 3 shows the comparison between encryption and
decryption time. Also, the comparison between signature
and verification time is shown in Table 4.

4.3. LesionClassificationResults. DR early lesion detection is
done on the fundus images in the DIARETDB1 (DB1)
dataset in this paper. In this paper, data cleaning experi-
ments are done on the DIARETDB0 (DB0) dataset. 130 color
fundus images are in the DB0 dataset and 89 color fundus
images are in the DB1 dataset. (e size of the fundus images
in both datasets is 1500 ∗ 1152. Images in DB0 are broken
down into low-quality and high-quality ones. (e DB0
dataset is used to train the model that cleans data. To see how
well the model works, this paper uses the DB1 dataset to test
the model that was trained. (e results of the experiments
show that the model chosen in this paper can filter out low-
quality fundus images and its accuracy can be increased to
74.4%. It also has ground truth maps of bleeding spots and
hard exudates, which are used to check the model’s lesion
classification. At the same time, this paper uses the 10-fold
cross-validationmethod to both train and test the model and
it does both. (e sensitivity and accuracy of the detection
results are two of the measurement standards. It is the
percentage of correct positive samples to all correct positive
samples. It is used to see how well the model can predict
which positive samples will be correct. It is the ratio of the
number of positive and negative examples correctly classi-
fied to the sum of all positive and negative examples. It is

used to figure out how well the whole model classification
did. (e following are the ways to do:

Sensitivity �
TP

TP + FN
,

Accuracy �
TP + TN

TP + FN + TN + FP
,

(1)

where TP is the correctly predicted positive sample, TN is
the correctly predicted negative sample, FP is the incorrectly
predicted positive sample, and FN is the incorrectly pre-
dicted negative sample. In this experiment, the detection
accuracy of the positive and negative models reached 90.2%.
Sensitivity is the detection effect of one of the color fundus
images. Figure 3 shows classification results of bleeding spots
and hard exudates on the DB1 dataset.

In addition to sensitivity and accuracy, this paper also
uses the ROC curve to measure the detection effect of
different lesions, which depicts the relationship between
sensitivity and the average number of false detections per
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Figure 2: Time consumption comparison. (a) Encryption and decryption. (b) Signature and authentication.

Table 3: Comparative encryption and decryption time.

Approach
Time (MS)

Encryption time Decryption time
RBAC (proposed) 15 40
ABCCC 20 32
E-RBAC 25 15
SAT-RBAC 21 12
ABAC-IaaS 38 16

Table 4: Signature and verification time.

Approach
Time (milliseconds)

Signature time Verification time
RBAC (proposed) 10 12
ABCCC 16 15
E-RBAC 14 16
SAT-RBAC 15 14
ABAC-IaaS 16 12
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(a) (b)

Figure 3: Classification results of bleeding spots and hard exudates on the DB1 dataset. (a) Raw retinal image. (b) Classification results.
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Figure 4: ROC curves for DR lesion classification. (a) ROC curve without data cleaning. (b) ROC curve using data cleaning.
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image. Figures 4(a) and 4(b) depict the ROC curves before
and after data cleaning. It can be seen from the angles that
the detection sensitivity of different lesions is improved after
cleaning. Tables 5 and 6 show the sensitivity without and
with data cleaning, respectively.

Sensitivity for each lesion is listed in Table 7, with in-
creased sensitivity for bleeding spots and hard exudates after
data cleaning. (is has been shown graphically in Figure 5.
To more objectively verify the detection performance of this
model, this paper also compares the detection of fundus
images by different existing methods, as shown in Table 5. It
can be seen from the table that the bleeding points are hard

exudates after data cleaning.(e sensitivity of this model has
been improved and the detection performance of this model
is better than other existing methods, which shows the ef-
fectiveness of this method for fundus target detection.

5. Conclusion

(is paper designs a medical image collaborative analysis
system model based on deep learning, which can protect the
security of medical data and model parameters, reduce the
amount of data transmission, save bandwidth, and achieve
more accurate lesion classification. (e first stage in the
system model is data cleaning, that is, the doctor collects
images, uploads them to the private cloud for data cleaning,
and transfers the cleaned high-quality images to the clas-
sification model; the second stage is classification, that is, the
private cloud uses high-quality images to perform model
training, upload the model parameters to the public cloud
for aggregation, and then the public cloud will transfer the
newly obtained global model to the private cloud.(is paper
designs two access control schemes in these two stages, RAC
and BAC. RAC can implement fine-grained, flexible, and
dynamic access control based on roles and attributes. BAC is
a blockchain-based solution that eliminates trusted third
parties to prevent single-point-of-failure authentication or
man-in-the-middle attacks. Based on certificates, the public-
key encryption technology enables light data transmission
over WAN. In addition, when the private cloud requests to
upload model parameters from the public cloud, it does not
need to perform identity authentication and authority
identification separately but encapsulates the identity and
authority information together with the model parameters
to reduce the separate identity identification operation. Both
schemes prevent unauthorized users from accessing medical
data. Data cleaning can remove low-quality images to di-
agnose early DR lesions and effectively improve accuracy.
(e experimental results and security analysis prove that the
scheme can effectively protect the system’s security to
classify medical data, and the classification accuracy can
reach 90.2%.

Data Availability

(e data will be made available on request from corre-
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Chronic illnesses like chronic respiratory disease, cancer, heart disease, and diabetes are threats to humans around the world.
Among them, heart disease with disparate features or symptoms complicates diagnosis. Because of the emergence of smart
wearable gadgets, fog computing and “Internet of )ings” (IoT) solutions have become necessary for diagnosis. )e proposed
model integrates Edge-Fog-Cloud computing for the accurate and fast delivery of outcomes. )e hardware components collect
data from different patients. )e heart feature extraction from signals is done to get significant features. Furthermore, the feature
extraction of other attributes is also gathered. All these features are gathered and subjected to the diagnostic system using an
Optimized Cascaded Convolution Neural Network (CCNN). Here, the hyperparameters of CCNN are optimized by the Galactic
Swarm Optimization (GSO). )rough the performance analysis, the precision of the suggested GSO-CCNN is 3.7%, 3.7%, 3.6%,
7.6%, 67.9%, 48.4%, 33%, 10.9%, and 7.6%more advanced than PSO-CCNN, GWO-CCNN,WOA-CCNN, DHOA-CCNN, DNN,
RNN, LSTM, CNN, and CCNN, respectively.)us, the comparative analysis of the suggested system ensures its efficiency over the
conventional models.

1. Introduction

Cloud and fog computing paradigms have gained huge at-
tention and served as a backbone for the modern economy,
which uses Internet services to provide on-demand service
resources to users[1]. )ese fields have become essential parts
of both academia and industry. However, cloud computing is
not suitable for real-time applications to get responses due to
the high time delay [2]. Recent technologies like Big Data, “fog
computing, IoT, and edge computing” have significantly
grown because of their ability to offer several response char-
acteristics depending on target applications [3]. )ese tech-
nologies can offer computation, storage, and communication

to edge devices for enhancing and facilitating constraints like
network bandwidth, low latency, security, privacy, and mo-
bility, and thus, fog computing is more suitable for real-time or
latency-sensitive applications [4]. In recent years, cloud
computing frameworks have also offered support for new
applications by offering reliable and robust infrastructure and
services [5]. Moreover, fog computing utilizes gateways, nodes,
and routers to offer services with the least energy consumption,
network latency, and response time. Recent research studies
explore the problems of fog computing in medical applications
and recognize that response time and latency are the most
difficult and significant for optimizing QoS constraints in
practical fog environments [6].
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Healthcare is the most important application domain for
getting precise and also adopting “fog computing” and real-
time results for positive developments. )e security in
healthcare can be increased by introducing fog computing
via taking the resources nearer to the users with the aim of
attaining the minimum latency [7]. It results in attaining
earlier results, enabling necessary and quicker actions to
cure critical heart patients. Although it gets faster delivery of
results, it suffers from the complex data and also has to
obtain highly accurate results [8]. )us, the high accuracies
can be achieved by using deep learning and the varied
versions of deep learning in recent studies that are trained on
a large dataset. )e state-of-the-art approaches have ob-
served that the collection of healthcare data is performed in
two ways, especially for heart patients, which is gathered
from file input data and also using different devices like IoT
sensors [9]. It is observed that healthcare patient data is
obtained over the network at higher speeds, like 250MB per
minute or more [10]. Conventional schemes are not suffi-
cient for capturing and providing the outcomes for both data
and video, and so there is a necessity to utilize cloud and
edge resources for catering to applications with high data
volumes. Data is saved and processed on cloud servers or
edge nodes after collecting and aggregating the data from
“smart devices of IoT networks” [11]. )us, an integrated
“Edge-Fog-Cloud-derived computation model” is suggested
for providing competent computer services to heart patients
and other users who require practical results to convey
latency-sensitive healthcare and other results with low re-
sponse time, minimum energy consumption, and high
accuracy.

Deep learning is a new emerging area that has attained
significant results in mixed-modality data settings, sequence
prediction, and natural language processing tasks that have
gained more growth in several applications like speech
recognition, computer vision, etc. [12]. In addition, en-
semble learning is utilized to get the superior results of
several machine learning algorithms. One of the efficient
ensemble approaches is the “bag classifier,” which is trained
by fitting the estimator on random subgroups of data and,
further, their individual identifications are aggregated
through averaging or voting to get the final predicted results
[13]. )ese estimators assist in reducing the variance more
efficiently than a single estimator through randomizing the
data. Advanced deep learning approaches have attained a
high accuracy rate for prediction and classification of
healthcare data [14].

However, healthcare applications often use deep learn-
ing, which takes more time for training such complicated
neural networks and evaluating data, requires high pre-
diction times, and also requires a huge amount of com-
putational resources for both training and recognition
[15, 16]. )e existing approaches may suffer from these
complexities in healthcare and equivalent IoT applications,
where they face complexities in getting the accuracy rate in
real-time applications [17]. As edge computing has given the
immense benefit of minimizing response time, it gives a
novel way of research with integrated edge computing and
complex ensemble deep learning models for getting high

accuracy results in practical applications. Because of the
emergency requiring healthcare applications, there is a need
to adopt automatic heart disease diagnosis models using IoT
and fog computing technologies, as well as enhanced deep
learning applications. Hence, the designed model focuses on
implementing this strategy for assisting heart disease pa-
tients in a timely manner, which also helps in decision-
making processes.

)e major contribution of the designed smart healthcare
model is given here:

(i) Authors presenting a new smart heart disease
prediction system with IoT and fog computing with
a metaheuristic-based deep learning model

(ii) To gather significant information from standard
devices for getting details about other diseases and
medical history to process data

(iii) To propose an automatic diagnostic system for heart
diseases with optimized CCNN with the optimi-
zation of certain parameters using the GSO algo-
rithm to be commended

(iv) To validate the efficiency of the designed smart heart
disease prediction model with standard metrics

)e remaining sections are given here. Section 2 ex-
amines related works. Section 3 delves into deep learning-
based heart disease prediction in conjunction with IoT and
fog computing devices. Section 4 analyzes the feature ex-
traction of signal and data for optimal heart disease pre-
diction. Section 5 analyzes the optimized cascaded CNN for
enhanced heart disease prediction. Section 6 evaluates the
results. Section 7 concludes this paper.

2. Literature Survey

A new framework named HealthFog was introduced by
Satyanarayana by deploying edge computing devices
through an integrated ensemble deep learning technique for
assisting practical applications of heart disease diagnosis
automatically. )is healthcare service model has served as a
fog service by managing the data of heart patients and
gathering data using IoTdevices. )e integrated fog-derived
cloud scheme was termed FogBus and was used for
deploying and testing the efficiency of the suggested model
regarding execution time, accuracy, jitter, latency, network
bandwidth, and power consumption. )is designed
HealthFog was applicable for several operation modes that
offered better QoS and high prediction accuracy for several
user requirements in many fog computation cases.

A new patient monitoring framework was implemented
by Sarmah to assist heart patients using “Deep Learning
Modified Neural Network (DLMNN)” with IoT devices to
diagnose heart diseases. )is model uses three steps like “(i)
authentication, (ii) encryption, and (iii) classification.”
Initially, the heart patient’s particular hospital was au-
thenticated by using the SHA-512 with the substitution
cipher. Further, the wearable IoTsensor device was included
in a “patient’s body,” where the sensor data was transmitted
concurrently to the cloud. )e Advanced Encryption
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Standard (AES) was used for encrypting the data including
“patient id, doctor id, and hospital id” and “securely
transferred to the cloud.”)en, after decrypting the data, the
DLMNN classifier was employed to get the classified results
as abnormal and normal classes. )e suggested model has
focused on diagnosing the heart conditions of patients. )e
experimental results were compared with other conven-
tional techniques to get high security and also attained less
encryption and decryption time.

An IoMTscheme was implemented by Khan and Algarni
to diagnose the heart disease through “Modified Salp Swarm
Optimization (MSSO) and an Adaptive Neuro-Fuzzy In-
ference System (ANFIS),” which has enhanced the search
ability through the Levy flight technique. Initially, the input
data was gathered from medical records like blood sugar,
cholesterol, chest pain, sex, age, blood pressure (BP), etc. to
know about the risk of heart diseases. In ANFIS, gradient-
based learning with a regular learning process was used for
diagnosis, but it has the risk of being trapped in local
minima. )e MSSO algorithm was used for optimizing the
learning parameters to get superior results for ANFIS. )e
designed MSSO-ANFIS model has given promising results
in terms of precision and accuracy when compared with
other methods.

An IoT structure for evaluating heart diseases in an
accurate manner through “Modified Deep Convolutional
Neural Network (MDCNN)” was suggested by Khan. )e
heart monitoring device and smart watch were fixed to the
patient for monitoring the electrocardiogram (ECG) and
blood pressure of patients. )e classification of gathered
sensor data was performed using MDCNN to get the classes
as abnormal and normal. )e designed model was analyzed
with other conventional models like logistic regression and
deep learning neural networks. )e experimental results
have revealed that the designed MDCNN attained superior
prediction performance for heart diseases regarding
accuracy.

)e “Enhanced Deep Learning Assisted CNN
(EDCNN)” was designed by Pan et al. to assist in improving
the prognostics of heart disease patients. )is new EDCNN
model was designed with regularization learning and sev-
eral-layer perceptron techniques. Moreover, the efficiency of
the system was evaluated with reduced and full features.
)us, the performance of the classificationmethods has been
validated regarding accuracy and processing time. )e
suggested model was developed on the IoMT framework for
“decision support systems” to help doctors with efficient
detection of “heart patient’s information in cloud” envi-
ronments around the world. )e designed model has ef-
fectively determined the risk level of heart diseases in an
efficient manner. )e experimental results have shown that
the designed model can be optimized through appropriate
optimization of EDCNN hyperparameters to get the effi-
ciency in terms of precision and accuracy.

An “IoT-based heart disease diagnosis model” was
designed by Makhadmeh and Tolba by gathering patient
information after and before heart disease. )e healthcare
center constantly received information from the patients,
which was processed through “Higher Order Boltzmann

Deep Belief Neural Network (HOBDBNN).” )e features
were taken from past analysis and have attained perfor-
mance through efficient computation of complicated data.
)e efficiency of the designed model was verified by mea-
sures like the Receiver Operating Characteristic (ROC)
curve, loss function, sensitivity, specificity, and f-measure.
)e IoT-based analysis and the HOBDBNN technique have
effectively identified heart disease in terms of minimum time
complexity and high accuracy rate, thereby reducing heart
patients’ mortality rates.

An identification model was developed by Sood and
Mahajan to get the high risk level of coronary heart disease at
an earlier stage based on a cloud-based cyber-physical lo-
calization system through an “adaptive neuro-fuzzy infer-
ence system.” )is model took ECG readings into account
and monitored the high- or middle-risk level of heart dis-
ease. If any abnormalities in ECG readings were observed,
then alerts were instantly forwarded to the mobile phones of
users and also to the healthcare service providers to take
necessary and immediate action in an early manner to track
the wellness of patients. )e simulation results have shown
that the designed model has effectively and efficiently cat-
egorized the risk levels in less response time.

)e “IoT-enabled ECG monitoring system” for analyzing
the ECG signal was implemented by Lakshmi and Kalaivani,
where the statistical features were extracted and analyzed
through the “Pan Tompkins QRS detection” technique to get
the dynamic features. )e “dynamic and statistical features”
were then utilized for the classification stage of predicting the
cardiac arrhythmia disease. )is model has focused on an-
alyzing the risk levels of cardiac conditions from ECG signals.
)is model was useful for general practitioners to evaluate
heart disease accurately and easily.

Heart disease increases the mortality rate around the
world.)us, prediction of heart diseases is necessary, but the
identification of heart diseases is challenging and requires
both sophisticated and expert understanding. )e Internet
of)ings (IoT) has frequently been implemented in a variety
of medical systems to collect sensor readings in order to
identify and prognosticate heart diseases. Despite the fact
that many researchers have concentrated on heart disease
diagnosis, the accuracy of the outcomes is low. Table 1 shows
the features and challenges of existing IoT healthcare
methods for heart diseases. From this study, it is necessary to
develop novel methods in IoT healthcare that can predict
heart diseases at an earlier stage in a very accurate manner.

3. Deep Learning-Based Heart Disease
Prediction Connected with IoT and Fog
Computing Devices

3.1. Proposed Model and Description. As Internet services
have emerged in recent years, the IoT and cloud computing
play a major role in offering services for several applications.
As a result, centralized IoT-based computing platforms are
required to address cloud challenges such as the inability to
cater to requirements and limited scalability.)is new area is
required for latency-sensitive frameworks like surveillance
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systems and health monitoring due to the use of huge
amounts of data. Since the medical industry consists of large
amounts of data, it adopts new solutions in terms of edge
and fog computing frameworks for offering the resources to
the user with energy-efficient and low-latency solutions.
However, fog computing faces complexities like lower re-
sponse time and lower accuracy of results. )ese advanced
technologies like fog, IoT, and cloud computing with edge
devices provide better communication, computation, and
storage solutions for facilitating and enhancing network
bandwidth, low latency, security, privacy, and mobility.
)us, real-time or latency-sensitive applications adopt fog
computing with cloud services. )is paper uses fog com-
puting due to the ability to handle the data of heart patients
at edge devices or fog nodes with higher computing capacity
to reduce the delay, response time, and latency that occur
because of the IoT devices’ proximity to edge devices when
compared with cloud data centers. )ere is also a need to
process a large range of heart patients, but the existing
systems suffer from high response times, more workloads,
high resource usage, and high energy consumption. )e
designed architecture is illustrated in Figure 1.

)e designed “smart heart disease prediction system”
gathers the data of heart patients from smart gadgets or IoT
devices. )ese devices are also known as hardware com-
ponents, like environmental sensors, medical sensors, and
activity sensors that are deployed on a patient’s body. )e
information or data gathered from the body is collected as

activity level, blood pressure, EEG, blood oxygen, EMG,
respiration rate, ECG, etc. )e information gathered is
processed by gateway devices, which are further forwarded
to the worker or broker nodes for heart disease prediction.
)e noteworthy features are extracted separately from the
signals, like computing peak amplitude, total harmonic
distortion, heart rate, zero-crossing rate, entropy, standard
deviation, and energy. Further, the feature extraction of
other attributes is done by computing the minimum and
maximummean, standard deviation, kurtosis, and skewness.
)e FogBus then plays an important role in the designed
smart heart disease prediction system, which includes
modules such as a broker node, a worker node, and a cloud
data center. Finally, the extracted features are given to the
diagnosis system, where optimized CCNN is used to predict
whether the patient has heart disease or not. It is done with
the help of the GSO algorithm by optimizing the layers of the
cascaded network, hidden neurons, and activation function
of CCNN.)e major objective of the suggested heart disease
diagnosis model is to minimize prediction loss in terms of
mean square error (MSE). )us, it gets the output classes as
normal classes and abnormal classes, which helps to ensure
the alert and protection of the system.

3.2. System Configuration. )e designed smart heart disease
prediction system is taken as the “lightweight fog service”
and effectively manages the information of heart patients

Table 1: Advantages and problems of traditional methods of IoT healthcare for the heart diseases.

Author
[citation] Methodology Features Challenges

[18] Ensemble
learning

(i) )e prediction outcomes are offered in
real time.
(ii) )e high accuracies are attained using
very low latencies.

(i) It does not permit cost-optimal execution with distinct
fog-cloud cost models and QoS characteristics.

[19] DLMNN
(i) High security is returned in less time.
(ii) )e HD of the patient is recognized in a
much appropriate manner.

(i) )e performance is not enhanced with various
optimization as well as feature selection techniques.

[20] MSSO-ANFIS

(i) )e highest fitness value is attained for
the entire iterations.
(ii) It is realized by the available products
and wearable technologies in the market.

(i) It is not performed with various optimization and feature
selection approaches for enhancing the predictive classifier
efficiency.

[21] MDCNN

(i) It offers a high level of accuracy.
(ii) )e prediction and the monitoring
systems save the lives through instant
intervention.

(i) It is not trained and tested using the fully wearable
devices.

[22] EDCNN

(i) It permits the highly reliable and precise
heart disease diagnoses.
(ii) It minimizes the misdiagnoses count
harming the patients.

(i) )e precision is not enhanced by incorporating the
advance artificial intelligence.

[23] HOBDBNN
(i) It returns high recognition accuracy.
(ii) )e abnormal heart patterns are
recognized in less time.

(i) )e IoT-oriented medical disease diagnostic process is
not enhanced by the optimized approaches.

[24] ANFIS

(i) )e alerts are generated in minimum
time.
(ii) )e utility is also improved by less error
rates.

(i) It is not made as a user friendly one.

[25] SVM (i) It needs less operational andmaintenance
cost.

(i) It does not deploy various intelligent models for
enhancing the accuracy.
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from smart gadgets or IoT devices. )is proposed model
makes use of FogBus to provide services for predicting
patients’ heart problems. FogBus is considered as a
framework for both the deployment and development of
combined Cloud-Fog environments, with platform inde-
pendence and structured communication of applications.
)is structure links several IoT sensors, which are also
known as “healthcare sensors with gateway devices,” for
sending tasks and data to worker nodes of fog. Moreover,
task initiation and resource management are performed on
the broker nodes of fog. )is environment ensures ro-
bustness and dependability via a security manager by taking
encryption, authentication, and blockchain approaches into

account. Moreover, the considered FogBus employs HTTP
RESTful APIs for seamless integration and communication
with the cloud environment.

3.2.1. IoT. )e suggested smart healthcare model combines
several hardware instruments with software components
and permits seamless and structured “end-to-end integra-
tion of Edge-Fog-Cloud” for accurate and faster results. )e
hardware and software components are explained here.
Information can be gathered from three sensors, like “en-
vironment sensors, activity sensors, and medical sensors.”
Some of the medical sensors are glucose level sensors,
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Feature extraction
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Total harmonic distortion
Heart rate
Zero crossing rate
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Standard deviation
Energy
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(v)
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(i)
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computing environment

Figure 1: Proposed “smart heart disease prediction system” with IoT-fog computing.
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respiration rate sensors, temperature sensors, oxygen level
sensors, EMG sensors, EEG sensors, and ECG sensors. )e
gathered data from heart patients is transferred to the
connected gateway devices, which consist of tablets, laptops,
and mobile phones.

3.2.2. Fog Computing. )e IoT devices also serve as fog
devices for collecting the sensed data from several sensors
and sending this data to worker or broker nodes for pro-
cessing. FogBus includes nodes like broker nodes, worker
nodes, and cloud data centers.)e gathered input data or job
requests from gateway devices are received by broker nodes.
Before transferring the data, the request input module gets
“job requests from gateway devices.” Further, secure com-
munication can be offered among several components
through a security management module, and then the
gathered data is protected from malicious tampering and
unauthorized access, thus increasing the data integrity and
system credibility. One of the major sections of “resource
manager in broker node” is the arbitration module, which
considers the input as load statistics of entire worker nodes
and then decides the subset of nodes for forwarding the jobs
in real-time tasks.

Secondly, the worker node is responsible for allocating
the tasks through the “resource manager of the broker
node.” Here, worker nodes consist of single-board com-
puters and embedded devices, which also include intelligent
“deep learning models for processing” and analyzing the
input data and obtaining results. Data mining and filtering,
data processing, large data storage, and analytics are also
components of the worker node. )e input data of worker
nodes is directly obtained from the gateway devices, which
obtain the outcomes and share them with the worker nodes.
)e third component is the cloud data center, which helps
with better data processing and can be used as an efficient
storage system. Moreover, the designed model tackles the
resources of cloud data centers. While the input data size is
higher than average, the services are latency tolerant, and the
fog infrastructure becomes overloaded.

)e software components of the suggested smart
healthcare system are feature extraction. )e noteworthy
features are extracted separately from the signals, like
computing peak amplitude, total harmonic distortion, heart
rate, zero-crossing rate, entropy, standard deviation, and
energy. Further, the feature extraction of other attributes is
done by computing the minimum and maximum mean,
standard deviation, kurtosis, and skewness. )rough con-
sidering the extracted features, the decision can be made
automatically, which leads to a suitable prescription for
medical check-ups and medications through the training of
data, which is stored in a database or cloud center for
storage. )e resource manager has two components, like the
arbitration module and the workload manager, where the
workload manager is responsible for maintaining the task
queues and job requests for processing data. )e huge
amounts of data can be processed and handled by the
workload manager. Further, the scheduling of provisioned
cloud and fog resources is performed by the arbitration

module to process the queued tasks and is also managed
through the workload manager. )e “arbitration module”
resides inside the “broker node” and decides which fog
computing node must be sent the data to get the results: the
cloud data center, fog worker node, or the broker itself. Here,
the tasks can be divided among several devices for optimal
performance and balancing load.

3.2.3. Deep Framework. )irdly, the deep learning module
utilizes the dataset for training a CCNN for classifying the
“data points,” which are feature vectors, attained after the
feature extraction phase. )e prediction is made by con-
sidering the task allocated to the resource manager, which
has also generated the reduced amount of data attained from
the gateway devices. Finally, the results show whether the
patient has heart disease or not.

3.3. Data Collection. On a manually gathered data set, the
proposed model was tested. Information using medical
sensors like glucose level sensors, respiration rate sensors,
temperature sensors, oxygen level sensors, EMG sensors,
EEG sensors, and ECG sensors is gathered from patients:

(1) A glucose level sensor is “used to measure the blood
glucose concentration of a patient and is an im-
portant part of managing diabetes mellitus.” Type 1
and type 2 diabetes are considered the most general
types of diabetes. Glucose level monitoring is es-
sential for predicting heart diseases. High blood
glucose from diabetes damages the nerves and blood
vessels, which leads to heart disease. Moreover, when
compared with people without diabetes, people with
diabetes develop heart disease at an early age.

(2) Respiration rate sensor: standard pulse oximeters
can be used to monitor respiratory rate. It “measures
minute flow rates around the zero point of the re-
spiratory flow and also detects flow rates of several
hundred l/min.” Slow breathing was negatively re-
lated to heart rate variability (HRV), where differ-
entiations in HRV were considerably lower during
slow breathing compared to fast breathing. )us,
evaluation of respiration rate is necessary for heart
disease diagnosis.

(3) Temperature sensor: this type of sensor measures the
temperature of the patient’s body. When the body
temperature increases, the heart beats will be faster
and the blood pumps faster, so it is necessary to
evaluate.

(4) It is measured by a “pulse oximeter,” which is “a
medical device that indirectly monitors the oxygen
saturation of a patient’s blood.” Further, a decrease
in oxygen saturation results in increased heart rate
and pulse rate variability, and thus, there is a need to
measure the oxygen level to check the status of heart
diseases.

(5) An EMG sensor is “an electrodiagnostic medicine
technique for evaluating and recording the electrical
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activity produced by skeletal muscles,” which is often
utilized in biomedical and clinical applications. EMG
estimates the health status of the nerve cells and
muscles that control them. “EMG signal ranges from
0.1 to 0.5mV” and is often evaluated in microvolts.

(6) It is a “recording of the electrical activity of the brain
from the scalp.” )e recorded waveforms reflect the
cortical electrical activity. It is employed for assessing
the “neurological prognosis in patients who are
comatose after cardiac arrest, but its value is limited
by varying definitions of pathological patterns and by
interrater variability.”

(7) ECG sensors: they are used for assessing the rhythm
and heart rate, which is often utilized in detecting
abnormal heart rhythms, an enlarged heart, heart
attack, and heart disease, which may lead to heart
failure.

Overall, the gathered data with their unit is given in
Table 2.

)e gathered data and signals are processed separately by
feature extraction process, where the gathered data is termed
as Xd, d � 1, 2, . . . , D, and the total number of gathered data
is termed as D. )e collected signals are represented as Yn,
n � 1, 2, . . . , N, and the total number of gathered signals is
termed as N.

4. Feature Extraction of Signal and Data for
Optimal Heart Disease Prediction

4.1. Feature Extraction from Signals. )e collected signals Ys

are given to the feature extraction, which is carried out
through computing peak amplitude, total harmonic dis-
tortion, heart rate, zero-crossing rate, entropy, “standard
deviation,” and energy. It is used for reducing the amount of
redundant data from the dataset. It reduces the computa-
tional complexity and increases the generalization steps in
the prediction process and enhances the speed of learning.
)e new features are the summarized information of the
original set of features.

4.1.1. Peak Amplitude. )e “peak amplitude of a sinusoidal
waveform is themaximum positive or negative deviation of a
waveform from its zero-reference level.”

4.1.2. Total Harmonic Distortion. It is “a measurement of the
harmonic distortion present in a signal or defined as the ratio
of the sum of the powers of all harmonic components to the
power of the fundamental frequency,” which is formulated in

THD �

�������


N/2
v�2 h

2
v



h1
. (1)

Here, the maximum harmonic order is termed as (N/2),
the harmonic order vth amplitude is derived as hv, and the
amount of samples per period is denoted as N and the
harmonic order is denoted as h.

4.1.3. Heart Rate. )e “heart rate can be derived through the
interval among two successive QRS complexes (Q wave, R
wave, and S wave, the “QRS complex”) when the cardiac
rhythm is regular.” )e heart rate is computed by dividing
the “number of large boxes (5mm or 0.2 seconds) between
two successive QRS complexes into 300.”

4.1.4. Zero-Crossing Rate. It is “the rate at which a signal
changes from positive to zero to negative or from negative to
zero to positive,” which is also defined as a “measure of
number of times in a given time interval/frame that the
amplitude of the speech signals passes through a value of
zero,” which is derived in

Zcn � 
∞

u�−∞
|sgn[y(u) − sgn[y(u − 1)]]|ws(n − u),

ws(n) �

1
2N

, for 0≤ n≤N − 1,

0, for or,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

sgn[y(u)] �
1, y(u)≥ 0,

−1, y(u)< 0.

⎧⎪⎨

⎪⎩

(2)

Here, the sign function is termed as sgn(·).

4.1.5. 9e Entropy Function. It is formulated as shown in

Ent � −prjlog prj. (3)

Here, the probability of features is mentioned as prj in
Jth feature set.

4.1.6. Standard Deviation. It is “a measure of how far the
signal fluctuates from the mean. )e variance represents the
power of this fluctuation” as measured in

σ2 �
1
N



N−1

j�0
yj − μ 

2
. (4)

All the signals are listed in yj and the number of samples
is termed as N, and the mean and standard deviation of
samples are denoted as μ and σ, respectively.

4.1.7. Energy. )e energy of signal y(u) is the integral of
squared signal magnitude and is determined in

Eng � 
∞

−∞
|y(u)|

2du. (5)

Finally, the overall determined features from signals are
termed as Sff, f � 1, 2, . . . , F, and the total number of
gathered features is termed as F.
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4.2. FeatureExtraction fromData. Some of the gathered data
from the patients are given to the feature extraction stage,
where the minimum and “maximum mean, standard de-
viation, kurtosis, and skewness” are utilized as feature ex-
traction approaches. )e gathered data Xd is forwarded here
for minimizing the “number of resources required for
processing without losing relevant or important informa-
tion.” It also minimizes the count of redundant data for a
specific analysis. It solves the overfitting problem.

4.2.1. Minimum and Maximum Mean. )e mean is deter-
mined for a dataset by “adding the data values and dividing
by the number of data values.”

μ �
 yd

d
. (6)

Here, all the values in the dataset are denoted as yd and
the total values in the dataset are mentioned as d. Here, the
mean of minimum and maximum values is referred to as the
smallest value in the dataset and the largest value in the
dataset, respectively.

4.2.2. Standard Deviation. It is “the square root of variance
by determining each data point’s deviation relative to the
mean.” )e formula for standard deviation is computed in
equation (4).

4.2.3. Kurtosis. It is “a measure of whether the data are
heavy-tailed or light-tailed relative to a normal distribution”
as equated in

ku �
1
D



D

d�1

Yd − Y( 

σ
 

4

. (7)

4.2.4. Skewness. It “refers to a distortion or asymmetry that
deviates from the symmetrical bell curve, or normal dis-
tribution, in a set of data” as formulated in

ku �
1
D



D

d�1

Yd − Y( 

σ
 

3

. (8)

Finally, the overall extracted features from data are
represented as Dffs, fs � 1, 2, . . . , Fs, and the total number
of gathered features is termed as Fs.

5. Optimized Cascaded CNN for Enhanced
Heart Disease Prediction

5.1. Optimized Cascaded CNN. )e proposed model utilizes
the CCNN [26] for predicting the heart diseases. It processes
the features of both signal and data attributes. As a new
innovation to the original CCNN, layers of cascaded net-
work, hidden neurons, and activation function of CCNN are
optimized by GSO algorithm. )is results in better identi-
fication of heart diseases with the aim of maximizing the
prediction rate with less error rates.

CCNN is basically several layers of CNNs. CNNs are
feedforward neural networks, which include convolutional,
pooling, and fully connected layers. CNN expresses the
unique structure with characteristics like pooling, weight
sharing, and local perception. Here, a feature map is ac-
quired by involving local perception with a convolution
kernal performing in a local rectangular region in the input
data. For each features map, weight sharing is involved in the
distribution of biases and weights in a convolution kernel. In
the feature map, a descending sampling operation or pooling
is aimed at summarizing and reducing the attained feature
map. Moreover, the maximum pooling and average pooling
get maximum or average of smaller regions in the feature
map. )en, the size of these data is minimized without
influencing the extracted features.

)e output from these layers is given into a one-di-
mensional vector during supervised learning, after crossing
multiple convolutional and max-pooling layers for a given
input into the fully connected network. For classification,
one or more fully connected layers are involved.)e existing
studies show that the CNNs with small convolution kernels
get better recognition accuracy. For reducing the number of
parameters and dimensionality, a cross-channel aggregation
has acted as the convolution kernel with a size of 1× 1. But it
affects the accuracy of recognition. Moreover, it has to solve
the overfitting problem and vanishing gradients.

)e cascaded CNN model is modeled based on finding
the entropy loss, where the number of layers in cascaded
network is assigned with threshold value. Initially, the input
data like features of both data and signals are given to
convolution layer of CNN, which is further forwarded to the
pooling layer. )e entropy loss is computed in fully con-
nected layer, in which if it is attained as 0.4, then the CCNN
has only one network or else if it gets less than threshold
value the output of the pooling layer is given to the input
layer of next network. Finally, the classified outcomes are
attained from the fully connected layers. Here, the threshold

Table 2: Comparative analysis of the smart healthcare model with metaheuristic-based algorithms.

Description Units
Glucose level “Milligrams per decilitre (mg/dL) or millimoles per litre (mmol/L) units”
Respiration rate Breaths per minute (BPM)
Temperature Fahrenheit (°F) or degrees Celsius (°C)
Oxygen level Percent (%)
EMG Microvolts (mV)
EEG mV
ECG Milliseconds (ms)
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value is assigned as 0.3∗ 10− 3.)us, the number of networks
is assigned in training based on threshold value and entropy
loss. Moreover, the optimized CCNN is proposed by layers
of cascaded network, hidden neurons, and activation
function. )us, the superior recognition rate is observed by
GSO algorithm. )e architecture of optimized CCNN with
GSO is given in Figure 2.

)e parameters of the CCNN are hidden neurons (HNe),
for which activation function (AF) can be selected for each
layer. )e range of hidden neurons is assigned among 5 to
255.)e selection of activation functions AF of CNN is done
among Rectified Linear Unit (ReLU), Leaky ReLU function,
Tanh function, and sigmoid function and thus, the limit of
AF is given as [18, 21], which is especially used as the last
component of the convolutional layer for increasing the
nonlinearity in the output. ReLU has better features when
compared with others, which does not activate entire
neurons at the equivalent time. It converges six times faster
than sigmoid and tanh activation functions. Leaky ReLu is
used when the gradient is equivalent to zero. )e sigmoid
activation “function takes any real value as input and outputs
values in the range 0 to 1. )e tanh function takes any real
value as input and outputs values in the range −1 to 1.” )e
solution encoding of the designed model for CCNN is given
in Figure 3.

)e major objective of the suggested smart healthcare
model through GSO technique is the minimization of Mean
Square Error (MSE) among predicted and actual outcomes,
which is given in

Obj � argmin(MSE)
AF,HNe{ }

.
(9)

It is used for “measuring the average of the squares of the
errors that is the average squared difference between the
predicted outcomes Prq and the actual outcomes Acq” as
given in

MSE �
1
Q



Q

q�i

Acq − Prq 
2
. (10)

Here, the total number of features is termed as Q. )us,
the minimization of error results in better prediction rate for
the suggested smart healthcare model with IoT-assisted fog
computing.

5.2. GSO. )is proposed smart healthcare model with IoT-
assisted fog computing uses the GSO [27] algorithm for
enhancing the prediction rate of heart diseases. It is used for
optimizing the hidden layers of the cascaded network,
hidden neurons in the cascaded network, and activation
function. )is optimization helps in maximizing the accu-
racy rate and minimizing the error rate. )e GSO algorithm
is selected here due to its plenty of benefits, like getting local
optimal solutions, faster convergence rate, finding local
solutions for getting the global optimum, and proper bal-
ancing between the exploitation and exploration phases.
Moreover, this algorithm reports lower computational time

and higher accuracy in recent studies. It is one of the nature-
inspired metaheuristic optimization algorithms.

)is algorithm is motivated by considering the move-
ment of “heavenly bodies” such as galaxies and stars under
the influence of gravity forces. Here, the entire galaxy is
assumed as a “point mass” that is fascinating to other gal-
axies because it minimizes their probable energy. )e
population is separated into subpopulations based on their
population, where each individual is attracted to better
solutions. )is algorithm permits various cycles of exploi-
tation for identifying the probable local optima solutions.
Furthermore, during the exploration phase, the issue of
convergence to a local minima is overcome, giving a faster
convergence rate than other existing algorithms. Several
stars are present in the small galaxies, which are also known
as subswarms. To reduce the energy of galaxies, the “small
galaxies are interrelated among themselves and try to update
the positions.” In addition, the best star in each small galaxy
tries to interact with the best “star of other small galaxies.”

Here, the best position of the stars is represented as
p1, p2, p3, p4 and their velocities of four small galaxies are
noted as ϑ1, ϑ2, ϑ3, ϑ4. )e superswam is considered by
considering the cluster or set of the small galaxies. In the
superswam galaxy, the best star and velocity are denoted as P

and V, respectively. For reducing the energy of complete
system, this superswam galaxy updates their velocity and
position, which results in stabilization of the system.

It is assumed as the subswarm has a cluster of G of k

tuples including the elements as (gi,j ∈ R
k), which consists

of B partitions with each of size K. From the input data, the
random initialization of elements of G is done here, where
the framework of complete swarm is formulated.

Yi ⊂ G; ∀i[1, B],

gj ⊂ Yi; ∀j[1, K],

Yi ∩Yj � ϕ; if i≠ j,

∪
B

i�1
Yi � G.

(11)

)is GSO has two levels of experimentation like “sub-
swarm level and independent execution of PSO.” GSO is
considered for running equivalent to B subswarms. )e
subswarm Gi consists of a global best correlated with them,
where j include smaller function value than pi and pi is
updated with any of their personal bests ℓi. It is given as
Fv(ℓi,j)< Fv(pi). )erefore, galaxies in every subswarm are
included to the better solutions, which is pi of that specific
subswarm. Every subswarm explores all the search space at
independent manner. Initial iterations, the position, and
velocity are determined for every galaxy in the swarm. )e
formulations for position and velocity updates are given in
equations (12) and (13), respectively.

gi,j � ϑi,j + gi,j , (12)

ϑi,j � ϖi × ϑi,j + cn1 × rn1  × ℓi,j − gi,j 

+ cn2 × rn2 × pi,j − gi,j .
(13)
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Here, the random parameters are given as rn1 and rn2
and the inertia weight is given as ϖi, which are updated in
(14) and (15), respectively.

rni � ⋃ (0, 1), (14)

ϖi � 1 −
en

enmax + 1
. (15)

Here, a random number lies among 0 and 1 and the
current epoch number is termed as en, which is varied
among [1, enmax]. )e construction of superwarms or su-
perclusters is performed, while best subwarms assist in the
next phase of clustering. Hence, the superswarm includes
every subswarm. )e position vectors and velocity of
superswarm are updated as given in “equations (16) and
(17),” respectively.

pi,j � Vi,j + pi,j . (16)

Vi � ϖi × Vi + cn1 × rn1(  × ℓi − gi( 

+ cn2 × rn2 × P − pi( .
(17)

Here, the global best galaxy is denoted as P, which is
updated only if the best galaxy is attained compared to the
earlier one. )us, the superswarm concept improves ex-
ploitation process as it comprises global best galaxies.

)e flowchart of the GSO algorithm is given in Figure 4.
)e pseudocode of the proposed GSO is shown in Al-

gorithm 1.

6. Results and Discussion

6.1. Experimental Setup. )e proposed heart disease diag-
nosis model was executed in MATLAB 2020a. )e effec-
tiveness of the designed system was compared over the
conventional models in terms of standard performance
measures. )e designed model was analyzed with different
optimization algorithms like Particle Swarm Optimization
(PSO) [28], Grey Wolf Optimization (GWO) [29], Whale
Optimization Algorithm (WOA) [30], and Deer Hunting
Optimization Algorithm (DHOA) [31] with the GSO-based
CCNN and some classifiers like deep neural networks
(DNN) [32], Recurrent Neural Networks (RNN) [33], Long
Short-Term Memory (LSTM) [34], CNN [35], and CCNN
[26]. )e system configuration has been added in here. )e
experimentation was performed on Intel core i3 processor,
RAM size 4GB, and system type 64-bit OS, x64-based
processor, and windows 10 edition, and 21H1 version.
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Figure 2: Optimized CCNN architecture for smart heart disease diagnosis.

AF HNe

Activation
functions

Count of hidden
neurons

GSO
algorithm

ly

Layers of cascaded
network

Figure 3: Parameter optimization of cascaded convolutional
neural network with GSO algorithm.

10 Computational Intelligence and Neuroscience



6.2. Performance Metrics. Various performance metrics
are estimated for evaluating the performance, where
terms teng, tepos, fepos, and feng refer to the “true neg-
atives, true positives, false positives, and false negatives,”
respectively:

(a) F1-score: “harmonicmean between precision and recall.
It is used as a statistical measure to rate performance.”

F1-score �
2te

pos

2te
pos

+ fe
pos

+ fe
ng. (18)
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Figure 4: Flowchart of GSO algorithm.
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(b) MCC: “correlation coefficient computed by four
values.”

MCC �
te

pos
× te

ng
− fe

pos
× fe

neg
���������������������������������������������

te
pos

+ fe
pos

(  te
pos

+ fe
neg

(  te
ng

+ fe
pos

(  te
ng

+ fe
ng

( 

 . (19)

(c) NPV: “probability that subjects with a negative
screening test truly do not have the disease.”

NPV �
te

ng

fe
ng

+ te
ng. (20)

(d) FDR: “the number of false positives in all of the
rejected hypotheses.”

FDR �
fe

pos

fe
pos

+ te
pos. (21)

(e) FPR: “the ratio of count of false positive predictions
to the entire count of negative predictions.”

FPR �
fe

pos

fe
pos

+ te
ng. (22)

(f ) FNR: “the proportion of positives which yield
negative test outcomes with the test.”

FNR �
fe

ng

te
ng

+ te
pos. (23)

(g) Sensitivity: “the number of true positives, which are
recognized exactly.”

Se �
te

pos

te
pos

+ fe
ng. (24)

(h) Specificity: “the number of true negatives, which are
determined precisely.”

Sp �
te

ng

te
ng

+ fe
pos. (25)

(i) “Precision: it is the ratio of positive observations that
are predicted exactly to the total number of obser-
vations that are positively predicted.”

Pr �
te

pos

te
pos

+ fe
pos. (26)

(j) “Accuracy: it is a ratio of the observation of exactly
predicted to the whole observations.”

Ac �
te

pos
+ te

ng
( 

te
pos

+ tr
ng

+ fe
pos

+ fe
ng

( 
. (27)

)e performance is also analyzed with k-fold validation,
which is a “procedure used to estimate the skill of the model
on new data.”

6.3. Performance Analysis Based on Heuristic Techniques.
)e performance of the designed smart heart disease pre-
diction system is analyzed with existing metaheuristic-based
algorithms as given in Figure 5. A newly developed GSO-
CCNN is evaluated with some standard performance
measures to show the effectiveness of the heart disease di-
agnosis by varying the learning percentages from 35% to
85%. )e accuracy of the suggested GSO-CCNN is con-
siderably higher than other algorithms due to its effective-
ness. However, at the initial learning percentages, the
accuracy is maintained like others. But, while increasing the
learning percentages, the better performance is observed by
GSO-CCNN by evaluating the performance measures. )e
accuracy of GSO-CCNN is 2% superior to PSO-CCNN,
GWO-CCNN, and DHOA-CCNN, respectively, and 4.2%
superior to WOA-CCNN at 85%. While taking the FNR
measure, the designed GSO-CCNN gets higher error rate at
initial percentages and further, the lesser error is observed by
85%. Similarly, better performance is attained by GSO-
CCNN while analyzing with other performance measures,
which demonstrate the higher prediction rate with fog
assisted IoT technology.

6.4. Performance Analysis on Classifiers. Figure 6 presents
the analysis on designed smart “heart disease prediction
model” with different classifiers in terms of accuracy, sen-
sitivity, specificity, and precision, FPR, FNR, NPV, FDR, F1-
score, and MCC. )e efficiency of the suggested smart heart
disease prediction model is analyzed with existing classifiers
to show the efficiency by changing the “learning percent-
ages.”While analyzing the performance, the suggested GSO-
CCNN gets higher prediction rate and lesser error rate for all
the performance measures. While taking the precision
measure, the GSO-CCNN is 67.7%, 52%, 32%, 10%, and
6.45% more enhanced than DNN, RNN, LSTM, CNN, and
CCNN, respectively, at 35%. When evaluating the error
measures, the FPR attains lesser error rates through GSO-
CCNN, where GSO-CCNN attains 91.3%, 87.5%, 86.4%,
72%, and 44%more progress thanDNN, RNN, LSTM, CNN,
and CCNN, respectively, at 65%. Likewise, the maximum
performance is observed by GSO-CCNN for all the per-
formance measures compared to other classifiers, and so, the
promising performance is demonstrated by the suggested
smart heart disease prediction model.

6.5. Performance Analysis on k-Fold Validation. )e effi-
ciency of the smart healthcare prediction model is analyzed
by varying the different k-folds, which is given by
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Figure 5: Continued.
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Figure 5: Analysis on designed smart “heart disease prediction” model with different heuristic-based algorithms in terms of “accuracy,
sensitivity, specificity, precision, FPR, FNR, NPV, FDR, F1-score, and MCC.”
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Figure 6: Analysis on designed smart “heart disease prediction model” with different classifiers in terms of “accuracy, sensitivity, specificity,
precision, FPR, FNR, NPV, FDR, F1-score, and MCC.”
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Figure 7: Analysis on designed smart “heart disease prediction” model with several metaheuristic techniques on k-fold validations in terms
of “accuracy, sensitivity, specificity, precision, FPR, FNR, NPV, FDR, F1-score, and MCC.”
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Figure 8: Analysis on designed smart heart disease prediction model with different classifiers on k-fold validations regarding “accuracy,
sensitivity, specificity, precision, FPR, FNR, NPV, FDR, F1-score, and MCC.”
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comparing with metaheuristic algorithms and classifiers as
depicted in Figures 7 and 8, respectively. )e superior
performance is observed by the designed smart healthcare
prediction model using GSO-CCNN by evaluating with
various performance metrics. While considering the k-fold
as 2, the MCC of the designed GSO-CCNN is 9%, 10.4%,
11.7%, and 7.9% more progressed than PSO-CCNN,
GWO-CCNN, WOA-CCNN, and DHOA-CCNN, respec-
tively, by considering the k-fold as 3. Moreover, the GSO-
CCNN gets 82.6%, 82.9%, 63.6%, 50%, and 52.9% lesser
FDR than DNN, RNN, LSTM, CNN, and CCNN, re-
spectively, at f-fold as 5. Hence, the better performance is

observed by the designed smart heart disease diagnosis
model in terms of k-fold validation.

6.6. Comparative Analysis. )e overall efficiency of the
suggested smart healthcare model with IoT-assisted fog
computing is reviewed in Tables 3 and 4 for diverse met-
aheuristic-based algorithms and classifiers, respectively. )e
accuracy of the proposed GSO-CCNN is 40%, 25.6%, 17.3%,
4.5%, 40.3%, 25.6%, 17.3%, 4.5%, and 3.7% better than PSO-
CCNN, GWO-CCNN, WOA-CCNN, and DHOA-CCNN,
DNN, RNN, LSTM, CNN, and CCNN, respectively.

Initialize the population
Initialization of two levels
For l � 1 to lmax
Start level 1
For j←1 toK

For i←0 toB

Subswarm
If Fv(gi,j)< Fv(ℓi,j)

ℓi,j←gi,j

If Fv(ℓi,j)< Fv(pi)

pi←ℓi,j

If Fv(pi)< Fv(P)

P←pi

End if
End if

End if
Update the velocity of GSO by
ϑi,j � (ϖi × ϑi,j + cn1 × rn1) × (ℓi,j − gi,j) + cn2 × rn2 × (pi,j − gi,j)mod2d

Update the position of by gi,j � (ϑi,j + gi,j)mod2d

Superswarm
Swarm initialization
For i←0 toB

For j←1 toK

If Fv(gi)< Fv(ℓi)

ℓi←gi

End if
If Fv(ℓi)< Fv(P)

P←ℓi

End if
End if
Update the velocity of GSO by
ϑi,j � (ϖi × ϑi,j + cn1 × rn1) × (ℓi,j − gi,j) + cn2 × rn2 × (pi,j − gi,j)mod2d

Update the position of by gi,j � (ϑi,j + gi,j)mod2d

End for
If Fv(P)< Fv(R)

R←P

End if
End for
End for

End for
Return best solutions
Stop

ALGORITHM 1: GSO algorithm.
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Similarly, the superior performance is observed by the
designed smart healthcare model and attained promising
results while comparing with conventional methods.

6.7. K-Fold Validation. )e comparative analysis of the
suggested smart healthcare model with IoT-assisted fog
computing is depicted in terms of k-fold validation as shown

Table 3: Comparative analysis of the smart healthcare model with metaheuristic-based algorithms.

Measures PSO-CCNN [28] GWO-CCNN [29] WOA-CCNN [30] DHOA-CCNN [31] GSO-CCNN
“Accuracy” 0.9408 0.9366 0.9344 0.9481 0.9499
“Sensitivity” 0.9362 0.9264 0.9208 0.9926 0.93483
“Specificity” 0.9454 0.9468 0.948 0.9036 0.9725
“Precision” 0.94489 0.94569 0.94655 0.91148 0.98077
“FPR” 0.0546 0.0532 0.052 0.0964 0.0275
“FNR” 0.0638 0.0736 0.0792 0.0074 0.065167
“NPV” 0.9454 0.9468 0.948 0.9036 0.9725
“FDR” 0.055107 0.054308 0.053454 0.088522 0.019234
“F1-score” 0.94053 0.93595 0.9335 0.95031 0.95725
“MCC” 0.88164 0.87338 0.86912 0.89977 0.89834

Table 4: Comparative analysis of the designed smart healthcare model with existing classifiers.

Measures DNN [32] RNN [33] LSTM [34] CNN [35] CCNN [26] GSO-CCNN
“Accuracy” 0.6767 0.7558 0.8098 0.9085 0.9158 0.9499
“Sensitivity” 0.97889 0.88907 0.98654 0.94621 0.905 0.93483
“Specificity” 0.42945 0.65526 0.61833 0.86845 0.925 0.9725
“Precision” 0.58399 0.6605 0.73686 0.88423 0.91134 0.98077
“FPR” 0.57055 0.34474 0.38167 0.13155 0.075 0.0275
“FNR” 0.021111 0.11093 0.013462 0.053786 0.095 0.065167
“NPV” 0.42945 0.65526 0.61833 0.86845 0.925 0.9725
“FDR” 0.41601 0.3395 0.26314 0.11577 0.08866 0.019234
“F1-score” 0.73155 0.75793 0.84361 0.91417 0.90816 0.95725
“MCC” 0.47189 0.54579 0.65709 0.81859 0.83045 0.89834

Table 5: Comparative analysis of the smart healthcare model with metaheuristic-based algorithms by taking the k-fold validation as 5.

Measures PSO-CCNN [28] GWO-CCNN [29] WOA-CCNN [30] DHOA-CCNN [31] GSO-CCNN
“Accuracy” 0.9508 0.9433 0.9483 0.9405 0.9721
“Sensitivity” 0.951 0.94 0.9482 0.9314 0.97667
“Specificity” 0.9506 0.9466 0.9484 0.9496 0.96525
“Precision” 0.95062 0.94625 0.94839 0.94867 0.97683
“FPR” 0.0494 0.0534 0.0516 0.0504 0.03475
“FNR” 0.049 0.06 0.0518 0.0686 0.023333
“NPV” 0.9506 0.9466 0.9484 0.9496 0.96525
“FDR” 0.04938 0.053755 0.05161 0.051334 0.023171
“F1-score” 0.95081 0.94311 0.94829 0.93995 0.97675
“MCC” 0.9016 0.88662 0.8966 0.88115 0.94188

Table 6: Comparative analysis of the designed smart healthcare model with existing classifiers by taking the k-fold validation as 5.

Measures DNN [32] RNN [33] LSTM [34] CNN [35] CCNN [26] GSO-CCNN
“Accuracy” 0.8378 0.8671 0.897 0.8965 0.9218 0.9721
“Sensitivity” 0.91844 0.99837 0.89654 0.87961 0.93522 0.97667
“Specificity” 0.77182 0.76807 0.8975 0.91443 0.91037 0.96525
“Precision” 0.76707 0.76456 0.90454 0.91608 0.89887 0.97683
“FPR” 0.22818 0.23193 0.1025 0.085567 0.08963 0.03475
“FNR” 0.081556 0.001628 0.10346 0.12039 0.064783 0.023333
“NPV” 0.77182 0.76807 0.8975 0.91443 0.91037 0.96525
“FDR” 0.23293 0.23544 0.09546 0.083923 0.10113 0.023171
“F1-score” 0.83596 0.86596 0.90052 0.89747 0.91668 0.97675
“MCC” 0.68888 0.7647 0.79378 0.79374 0.84365 0.94188
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in Tables 5 and 6 for diverse metaheuristic-based algorithms
and classifiers, respectively, by taking the k-fold as 5. Cross-
validation is a resampling procedure used to evaluate ma-
chine learning models on a limited data sample. )e ac-
curacy of the proposed GSO-CCNN is 2.2%, 3%, 2.5%, 3.3%,
16%, 12%, 8.3%, 8.3%, and 5.4% more progressed than PSO-
CCNN, GWO-CCNN, WOA-CCNN, and DHOA-CCNN,
DNN, RNN, LSTM, CNN, and CCNN, respectively. )us, it
is observed that the designed smart healthcare model gets
promising results while comparing with conventional
methods.

7. Conclusion

)is paper has attempted to propose a novel smart
healthcare model with the help of Edge-Fog-Cloud com-
puting. )e proposed model has gathered information from
diverse hardware instruments. Here, the heart feature ex-
traction from signals was done through computing peak
amplitude, total harmonic distortion, heart rate, zero-
crossing rate, entropy, standard deviation, and energy.
Similarly, the features of other attributes were extracted by
computing their “minimum and maximum mean, standard
deviation, kurtosis, and skewness.” All these features were
given to the diagnostic system by utilizing the CCNN with
GSO algorithm for optimizing certain parameters of CNN.
Here, the layers of the cascaded network, hidden neurons,
and activation function of CCNN were optimized by GSO.
)rough the performance analysis, the precision of the
suggested GSO-CCNN was 3.7%, 3.7%, 3.6%, 7.6%, 67.9%,
48.4%, 33%, 10.9%, and 7.6% better than PSO-CCNN,
GWO-CCNN, WOA-CCNN, and DHOA-CCNN, DNN,
RNN, LSTM, CNN, and CCNN, respectively. )us, the
smart healthcare model with IoT-assisted fog computing has
attained promising performance. In the future, the suggested
model could be extended by using more advanced feature
selection algorithms, optimization techniques, and classifi-
cation algorithms to improve the efficiency of the predictive
system for the diagnosis of heart disease.)is model can also
be deployed in real-time applications.
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DNA tracts that include simple sequence repeats (SSRs), sometimes known as genetic "stutters), are composed of 

a few to many tandem repetitions of a short base-pair motif. These sequences frequently mutate, changing the 

amount of repetitions. SSRs are frequently found in promoters, untranslated regions, and even coding sequences, 

therefore these alterations can significantly affect practically every aspect of gene activity. SSR alleles can also 

contribute to normal diversity in brain and behavioural features. Mutational expansion of certain triplet repeats 

is the cause of a number of inherited neurodegenerative diseases. Due to its importance in genetic research, in 

this paper we explored Ten SSR markers TAGA, TCAT, GAAT, AGAT, AGAA, GATA, TATC, CTTT, TCTG and TCTA that 

are identified from the genomes of Eleven distinct monkeys: A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, 

P.Paniscus, R.Bieti, R.Roxellana, S.Boliviensis, T.Syrichta, C.A.Palliatus and M.Nemestrina using pattern matching 

mechanism. We identified 4bp SSR from eleven monkey dataset’s Unchr chromosome mainly in this paper. The 

proposed approach finds the exact place/location of the SSR’s and number of times that it appears in the given 

genome sequence. The identified patterns are analyzed with One-way and Two-way ANOVA that gives better 

analysis which is useful for genomic studies. Also, this 4bp Ten SSR markers data is a valuable to illustrate genetic 

variation of genomic study. 

• The great specificity of data sets produced from monkey genomes with pattern matching has been 

demonstrated. 
• These findings show that SSR identification could be a useful tool for determining genome similarity and 

comparability. 
• Researchers can use the raw sequencing data to conduct additional bioinformatics analysis. 
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NA 
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Direct URL to data: 

https://data.mendeley.com/datasets/w42hmpwvby/2 
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Method details 

Tandems of repeating DNA sequences are present in various quantities for the majority of genomes 

in simple sequence repeats (SSRs). This repetition of genetic mapping and population research has 

been widely employed. SSRs also give molecular tools for the understanding of spatial links between 

segments of chromosomes which, in turn, help in the analysis of temporal linkages between species 

and genera. 

It is predicted that the study of repeat frequency and their distribution pattern in the genome 

would assist to comprehend their meaning. There are accumulated indications suggesting SSRs 

influence gene expression [1–3] . 

Complete genome sequences were available for several species and genome-wide analysis 

were carried out. In this study, we analysed Unchr chromosome of Eleven different monkeys 

A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, P. Paniscus, R.Bieti, R.Roxellana, S.Boliviensis, 

T.Syrichta, C.A.Palliatus and M.Nemestrina and Ten SSR loci were investigated for their spread and 

frequency of occurrence. 

Previously, few studies have tried to evaluate tandem replacement distributions in monkey 

genomes [4] , but they are restricted to a single or a small number of genomes. This multiple mining 

employing Analysis of Variance (ANOVA) helps to understand and resolve biological issues. 

The proposed structure of the method is shown in Fig. 1 that comprises of collected data set and 

read, SSR identification and Search process and Analysis of variance (ANOVA). 

Fasta format of A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, P. Paniscus, R.Bieti, R.Roxellana, 

S.Boliviensis, T.Syrichta, C.A.Palliatusand M.Nemestrina datasets are collected and Ten patterns are 

considered for reading. 

SSR Identification 

In this paper Unchr chromosome of A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, P. Paniscus, 

R.Bieti, R.Roxellana, S.Boliviensis, T.Syrichta, C.A.Palliatus and M.Nemestrina and the ten(TAGA, AGAA, 

GATA, TCTA, TCAT, GAAT, AGAT, CTTT, TATC, TCTG) SSRs are considered. Using a string matching 

method, SSRs are retrieved from monkeys. String matching is a search method that looks for repeats 

in a certain chromosome file. 

https://doi.org/10.17632/w42hmpwvby.2
https://doi.org/10.17632/t3msbvj89t.2
https://data.mendeley.com/datasets/w42hmpwvby/2
https://data.mendeley.com/datasets/t3msbvj89t/2


C.S. Rao, G.N.V.G. Sirisha and K.B. Raju et al. / MethodsX 9 (2022) 101833 3 

Fig. 1. Structure of the model. 

Search process 

Algorithm 1 describes the complete SSR identification heuristic procedure. In this 

heuristic procedure, the chromosomes and SSRs are given as input, which then invokes the 

first_occurance_position_heuristic, bad_character_heuristic, and good_suffix_heuristic procedures. Finally, 

this algorithm displays the pattern and its position and continues the search process until the end of 

the given chromosome sequence. 

Algorithm 2 describes the first occurrence position heuristic procedure. In this heuristic procedure, 

the pattern’s rightmost character, pattern [m-1], was compared with the corresponding character in 

the genome sequence; if a match is found, the match position is returned; otherwise, the comparison 

continues until the end of the genome sequence. 

Algorithm 3 describes the Bad Character Heuristic Procedure. When the mismatch case occurred, 

then this heuristic procedure was invoked and returned the shifted position of the pattern. If any of 
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Algorithm 1 

Complete_Heuristic Process. 

Complete_Heuristic (Text, Patt, �) 

1. n ← Text.len # Length of Genome Sequence 

2. m ← Pat t .len # Length of Genome pattern 

3. α ← F irst _ Occurance _ Position _ Heuristic ( Pat t , m, 
∑ 

) 

4. β ← Bad _ C haract er _ Heurist ic ( Pat t , m, 
∑ 

) 

4. γ ← Good _ Su f f ix _ Heurist ic ( Pat t , m ) 

5. position ← α

6. While position ≤ n − − m 

7. do j ← m 

8. W hile j > 0 and Pat t [ j] = Text [ posit ion + j ] 

9. do j ← j − 1 

10. i f j = 0 then 

11. print ("Pattern occurs at shift", position) 

12. position ← position + γ [0] 

13. else 

14. position ← position + max ( γ [ j] , j − β [ Text [ position + j ]]) 

Algorithm 2 

First Occurrence Position Heuristic Process. 

First_Occurance_Position_Heuristic (Patt, m, �) 

1. f or each pattern pat t ∈ pat terns 

α ← 0 

2. f or i ← 1 to m 

3. I f [ Patt [ m − 1] == Text [ i + m − 1]] 

4. α ← i 

5. break ;
6. else 

7. continue ;
5. Return α

Algorithm 3 

Bad Character Heuristic Process. 

Bad_Character_Heuristic (Patt, m, �) 

1. f or each character a ∈ ∑ 

2. do β[ a ] = 0 

3. f or i ← 1 to m 

4. do β[ Patt [ i ] ] ← i 

5. Return β

the pattern characters was not matched with the genome sequence, the entire pattern position was 

shifted; otherwise, the number of characters matched was used to shift the pattern. 

Algorithm 4 describes the Good Suffix Heuristic Procedure. This heuristic procedure was invoked 

at the time of a complete pattern match and returned the search position. Look If a substring of a 

pattern is matched until a bad character has a good suffix, after a mismatch that causes a negative 

shift in bad character heuristics, we take a step forward equal to the length of the suffix found. 

This procedure is repeated for all SSRs as well as the whole data in the chromosomes. 

Analysis of variance (ANOVA) 

The analysis of variance (ANOVA) [5–7] is a set of statistical models and estimate processes 

for analyzing differences between group means in a sample. It is useful for comparing (testing) 

the statistical significance of three or more group means. For this, here we are calculated the 
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Algorithm 4 

Good_Suffix_Heuristic Process. 

Good_Suffix_Heuristic (Patt, m) 

1. τ ← identi f y _ pre f ix ( Patt ) 

2. Pat t ′ ← re v erse ( Pat t ) 

3. τ ′ ← ident i f y _ pre f ix ( Pat t ′ ) 
4. f or j ← 0 to m 

5. d o γ [ j ] ← m − τ [ m ] 

6. f or k ← 1 to m 

7. do j ← m − τ ′ [ k ] 
8. I f γ [ j] > l − τ ′ [ k ] then 

9. γ [ j] ← 1 − τ ′ [ k ] 
10. Return γ

S S between , M S between , d f between , S S within , M S within , d f within , and F v alue values. We’ll sum them up by 

multiplying each squared variation by each sample size. For between-group variability, this is known 

as the sum-of-squares, as shown in Eq. (1 ). 

S S between = 

k ∑ 

i =1 

n i ( x i − x G ) 
2 (1) 

M S between is calculated with Eq. (2 ) and d f between is calculated with Eq. (3 ). 

M S between = 

k ∑ 

i =1 

n i 
( x i −x G ) 

2 

k −1 
(2) 

d f beteen = k − 1 (3) 

Within-group variability is measured by how far each sample’s value deviates from the sample 

mean. 

S S within is calculated with Eq. (4 ), d f within is calculated with Eq. (5 ) and M S within is calucalted with 

Eq. (6 ) 

S S within = 

∑ (
x i j − x j 

)2 
(4) 

d f within = N − k (5) 

M S within = 

∑ 

(
x i j − x j 

)2 

N − k 
(6) 

F-Statistic 

It assesses the means of two or more samples significance. Their value is less then sample means 

are close to each other. We can not rule out the null hypothesis in such instance. It is calculated with 

Eq. (7 ) 

F = 

Bet ween group v ariabilit y 

within group v ariability 
(7) 

Null Hypothesis = 

{
Re j ected , F static < F critical value 

Accepted, Otherwise 
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Table 1 

Ten SSRs were identified from genome sequences. 

Data Set Chromosome name No.of patterns identified 

A.Nancymaae chrUn 1,10,966 

C.C.Imitator chrUn 1,08,223 

Cercocebus_atys chrUn 1,45,189 

M.Leucophaeus chrUn 1,15,378 

P. Paniscus chrUn 1,27,150 

R.Bieti chrUn 1,19,993 

R.Roxellana chrUn 1,10,616 

S.Boliviensis chrUn 1,34,976 

T.Syrichta chrUn 1,31,908 

C.A.Palliatus chrUn 1,07,098 

M.Nemestrina chrUn 1,57,578 

13,69,075 

Fig. 2. Patterns identified in different chromosomes. 

Data description 

Table 1 shows data from ten SSR markers taken from the genomes of eleven monkeys. NCBI ( https: 

//www.ncbi.nlm.nih.gov ) provides the genome dataset. The results suggest that SSR identification with 

pattern matching was quite beneficial in revealing variation in chosen genome libraries. These SSR 

markers may be used to compare and quantify genomic similarities. 

Unchr chromosome of monkeys( A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, P. Paniscus, R.Bieti, 

R.Roxellana, S.Boliviensis, T.Syrichta, C.A.Palliatus and M.Nemestrina ) are taken into account for the 

identification of the 10 SSR markers listed in Table 1 . The numbers of patterns identified in different 

chromosomes are depicted as the bar plot, which has been shown in Fig. 2 . 

Fig. A1 depicted in Appendix A (figures part) from A1(a) to (j)) has shown the max size of pattern 

related to considered genome datasets respectively. Fig. A2 depicted in Appendix A (figures part) from 

Fig. A2 (a) to (k) has shown the Ten patterns related 11 datasets respectively. 

https://www.ncbi.nlm.nih.gov
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Table 2 

One-way ANOVA statistic and p value among 11 

datasets. 

Data Set statistic P value 

A.Nancymaae 867.752255 0 

C.C.Imitator 4411.909573 0 

C.atys 19.92680516 9.56E-34 

M.Leucophaeus 10783.28905 0 

P. Paniscus 4237.052533 0 

R.Bieti 4237.052533 0 

R.Roxellana 13315.16044 0 

S.Boliviensis 21076.54652 0 

T.Syrichta 1671.161835 0 

C.A.Palliatus 15423.71891 0 

M.Nemestrina 11200.74466 0 

Table 3 

One-way ANOVA statistic and p value 

among 10 patterns among 11 datasets. 

statistic P value 

TAGA 815.3285535 0 

AGAA 475.3548131 0 

GATA 817.3908386 0 

TCTA 423.9534899 0 

TCAT 79.96858887 1.91E-148 

GAAT 83.37284918 5.24E-155 

AGAT 740.8585252 0 

CTTT 149.8891403 4.32E-284 

TATC 425.7145896 0 

TCTG 66.91818823 5.45E-122 

Statistical inference with ANOVA 

One-way analysis of variance 

This method was employed to compare the averages of two or more samples (using the F 

distribution). This is only applicable to numerical response data (the "Y"), which is generally one 

variable, and numerical or (mostly) categorical input data (the "X"), which is always one variable, 

hence "One-way". One-way analysis of variance is performed among A.Nancymaae, C.C.Imitator, 

Cercocebus_atys, M.Leucophaeus, P. Paniscus,R.Bieti, R.Roxellana, S.Boliviensis, T.Syrichta, C.A.Palliatus 

and M.Nemestrina for Ten patterns. The actual results are shown in Tables 2 and 3 . 

From Table 2 , it is observed that null hypothesis is TRUE for every monkey dataset except C.Atys. So 

from these p value, we conclude that there is a similarity of C.Atys monkey with others. The statistic 

of One-way ANOVA of different chromosomes was depicted as the bar plot, which has been shown in 

Fig. 3 . 

From Table 3 , it is also observed that null hypothesis is TRUE for every pattern except four 

patterns called TCAT,GAAT,CTTT,TCTG. From these p value, we conclude that there is a similarity of 

TCAT,GAAT,CTTT,TCTG with others. The statistic of One-way ANOVA of different patterns was depicted 

as the bar plot, which has been shown in Fig. 4 . 
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Fig. 3. The statistic of One-way ANOVA of different chromosomes. 

Fig. 4. The statistic of One-way ANOVA of different patterns. 

Two-way analysis of variance 

It looks at the impact of two categorical independent variables on a continuous dependent variable. 

It is used to determine not only the main impact of each independent variable, but also whether they 

interact. It is performed for each of 11 datasets (A.Nancymaae, C.C.Imitator, C.Atys, M.Leucophaeus, 

P.Paniscus, R.Bieti, R.Roxellana,S.Boliviensis, T.Syrichta, C.A.Palliatusand M.Nemestrina) among groups 

between the ten patterns. 

The actual results are uploaded in mendeley Appendix A [source] & B [source]. 

Table A.1 to A.11 has shown the Two way ANOVA statistic and p value of 11 datasets for ten 

patterns. These results are shown the relation among monkey datasets interms of supporting the 

null hypothesis and other are alternate hypothesis. For example from the statistics and p value, it 
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Fig. 5. (a) For the A.Nancymaae, multiple comparisons among all pairings (Tukey) were performed. (b) For C.C.Imitator, 

Multiple comparisons among all pairs(Tukey). (c) For the C.Atys, Multiple comparisons among all pairs(Tukey). (d) For 

the M.Leucophaeus, Multiple comparisons among all pairs(Tukey). (e) For the P. Paniscus, Multiple comparisons among all 

pairs(Tukey). (f) For the R.Bieti, Multiple comparisons among all pairs(Tukey). (g) For the R.Roxellana, Multiple comparisons 

among all pairs(Tukey). (h) For the S.Boliviensis, Multiple comparisons among all pairs(Tukey). (i) For the T.Syrichta, Multiple 

comparisons among all pairs(Tukey). (j) For the C.A.Palliatus, Multiple comparisons among all pairs(Tukey). (k) For the 

M.Nemestrina, Multiple comparisons among all pairs(Tukey). 
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Fig. 6. (a) Multiple comparisons between all datasets for TAGA pattern. (b) Multiple comparisons between all datasets for AGAA 

pattern. (c) Multiple comparisons between all datasets for GATA pattern. (d) Multiple comparisons between all datasets for TCTA 

pattern. (e) Multiple comparisons between all datasets for TCAT pattern. (f) Multiple comparisons between all datasets for GAAT 

pattern. (g) Multiple comparisons between all datasets for AGAT pattern. (h) Multiple comparisons between all datasets for CTTT 

pattern. (i) Multiple comparisons between all datasets for TATC pattern. (j) Multiple comparisons between all datasets for TCTG 

pattern. 
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is observed that relation between TAGA and AGAA has alternative hypothesis, and TCTA and GAAT has 

null hypothesis. 

Table A.12 to A.21 has shown the Two way ANOVA hypothesis reject TRUE/FALSE for 10 patterns of 

11 datasets respectively. These results had shown that relation among patterns. For example relation 

AGAA b/w CTTT [meandiff: -0.1085, Lowet:0.135, Upper:0.3786] = > FALSE that means hypothesis reject 

False and for AGA b/w AGAT [meandiff-6.5503, Lowet: -6.7938, Upper: -6.3068] = > TRUE that means 

hypothesis reject True 

Table B.1 to B.11 has shown the Two way ANOVA statistic and p value of individual ten patterns for 

11 datasets. From table Table B.1 for TAGA pattern, it is observed that A.Nancymaae and C.C.Imitator 

has alternative hypothesis based its statistics and p value and A.Nancymaae and C.Atys has null 

hypothesis. 

Table B.12 to B.21 has shown the two way ANOVA hypothesis reject TRUE/FALSE among 11 

datasets related to ten patterns respectively. From table Table B.12 for TCAT pattern, it is observed 

that the relation between A.Nancymaae and C.C.Imitator [meandiff: 0.7039, Lowet: 0.4021, Upper: 

1.0057] = > TRUE that means hypothesis reject True and for C.C.Imitator b/w S.Boliviensis[meandiff: - 

0.2713, Lowet: -0.573, Upper: 0.0305] = > FALSE that means hypothesis reject False. 

Fig. 5 (a) to (k) has shown the Multiple comparisons between all pairs(Tukey) between 11 datasets 

for all 10 patterns. From the Fig. 5 (a) to (k) it is observed that, 11 monkey dataset for 10 patterns, 

these graphs results matched with results discussed in the previous paragraphs. 

Fig. 6 (a) to (j) has shown the Multiple comparisons between all pairs(Tukey) between 10 patterns 

for all 11 datasets. From the Fig. 6 (a) to (j) it is also observed that, 10 patterns for 11 monkey dataset, 

these graphs results matched with results discussed in the previous paragraphs. 
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Fig. A1. (a) TAGA pattern max size for 11 datasets. (b) AGAA pattern max size for 11 datasets. (c) GATA pattern max size for 11 

datasets. (d) TCTA pattern max size for 11 datasets. (e) TCAT pattern max size for 11 datasets. (f) GAAT pattern max size for 11 

datasets. (g) AGAT pattern max size for 11 datasets. (h) CTTT pattern max size for 11 datasets. (i) TATC pattern max size for 11 

datasets. (j) TCTG pattern max size for 11 datasets. 
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Fig. A2. (a) All patterns data of A.Nancymaae dataset. (b) All patterns data of C.C.Imitator dataset. (c) All patterns data of 

C.Atysdataset. (d) All patterns data of M.Leucophaeus dataset. (e) All patterns data of P. Paniscus dataset. (f) All patterns data 

of R.Bieti dataset. (g) All patterns data of R.Roxellana dataset. (h) All patterns data of S.Boliviensis dataset. (i) All patterns data 

of T.Syrichta dataset. (j) All patterns data of C.A.Palliatusdataset. (k) All patterns data of M.Nemestrina dataset. 
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Abstract: With the advancement of communication and computing technologies,
multimedia technologies involving video and image applications have become an
important part of the information society and have become inextricably linked to
people's daily productivity and lives. Simultaneously, there is a growing interest
in super-resolution (SR) video reconstruction techniques. At the moment, the
design of digital twins in video computing and video reconstruction is based on
a number of difficult issues. Although there are several SR reconstruction techni-
ques available in the literature, most of the works have not considered the spatio-
temporal relationship between the video frames. With this motivation in mind,
this paper presents VDCNN-SS, a novel very deep convolutional neural networks
(VDCNN) with spatiotemporal similarity (SS) model for video reconstruction in
digital twins. The VDCNN-SS technique proposed here maps the relationship
between interconnected low resolution (LR) and high resolution (HR) image
blocks. It also considers the spatiotemporal non-local complementary and repeti-
tive data among nearby low-resolution video frames. Furthermore, the VDCNN
technique is used to learn the LR–HR correlation mapping learning process. A
series of simulations were run to examine the improved performance of the
VDCNN-SS model, and the experimental results demonstrated the superiority
of the VDCNN-SS technique over recent techniques.

Keywords: Digital twins; video reconstruction; video computation; multimedia;
deep learning; curvelet transform

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Intelligent Automation & Soft Computing
DOI: 10.32604/iasc.2022.026385

Article

echT PressScience

mailto:snksnk17@gmail.com
http://dx.doi.org/10.32604/iasc.2022.026385
http://dx.doi.org/10.32604/iasc.2022.026385


1 Introduction

Over the last few decades, multimedia has become an increasingly important component of people's daily
life. It is used as a result of the rapid development of internet users, which, according to ITU (International
Telecommunication Union) figures, reached approximately 3.2 billion users in 2015 [1,2]. Alternatively, the
purchasing cost of multimedia capturing devices is decreasing, and the majority of the devices are now
embedded in tablet, laptop, and mobile phone, making media production a work that can be completed by
anybody, at any time and from any location [3]. Finally, the influence of social media and the human desire
to interact with family and friends through chatting, words, and texts, as well as the richness of audio-visual
content, has inspired a novel way of communicating with their social surroundings via social networks such
as Twitter, Facebook, and Instagram [4]. As a result, the diversity, amount, and complexity of digital media
generated, recorded, analysed, saved, and processed via distributed and heterogeneous media sources and
cloud frameworks such as Flickr and Picasa have increased. This vast amount of multimedia content,
known as User Generated Content (UGC) [5] could be used to improve human-to-human communication,
but it is also used in a variety of unique application domains such as culture, tourism, entertainment, and
leisure. The general technique of video reconstruction is depicted in Fig. 1.

One intriguing approach is to use today's massive multimedia data sources for the reconstruction step
[6]. This will result in “wild” modelling, in which image data are obtained from distributed, web/social-
based multimedia sources for private or other purposes but not for correct reconstruction [7]. They
expanded on the preceding approach in this study by focusing on video series hosted on heterogeneous
and dispersed multimedia platforms. The goal is to generate modules of the scene they portray using high
visual data from video content. As a result, such movies contain a plethora of non-interesting items and
noises, such as persons in front of a cluttered background, monuments, moving vehicles, and so on [8].

To create modules, the video frames are first summarized using a video summarizing algorithm. To
summarise the videos, the unique idea proposed is to use discriminant Principal Component Analysis (d-
PCA). Recently, the d-PCA concept [9] was proposed to cluster the objects in order to maximize the
coherency of the foreground to the background. The use of Machine Learning (ML) based techniques is
widespread in many aspects of their lives, ranging from corporate logistics and advertising schemes to

Figure 1: General video reconstruction process
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applications on their cameras and smartphones, which are supported by a large number of devices and
dedicated hardware. Recently, there has been a surge in interest in Deep Learning (DL) approaches in the
research community. It is a subset of ML approaches that enables a smart scheme for manually learning
an acceptable data representation from the data itself. Because of the potential of DL-based approaches
for extracting the implicit data of this type of information, it is particularly beneficial for multimedia
applications such as audio and video classifications. Many DL classifications, for example, have attained
human performance in medical image classification for recognizing a large variety of disorders,
narrowing the gap between machine and human analytical capacity.

Recently, deep learning techniques have produced efficient learning methods in a wide spectrum of AI,
particularly for video and image analytics. This method can extract knowledge from massive amounts of
unstructured data and deliver data-driven solutions. They have made significant progress in a wide range of
research applications and domains, including pattern recognition, audio visual signal processing, and
computer vision. Furthermore, it is expected that DL and its improved methodologies would be included
into future image and sensor schemes. These methods are commonly used in CV and, more recently, video
analysis. Indeed, different DL methods have emerged in research scholars, business, and academics
scientists with efficient answers for numerous video and image-related difficulties. The primary goal of
developing DL is to achieve greater detection accuracy than prior algorithms. With the rapid development
of creative DL approaches and models such as Long Short-term Memory, Generative Adversarial Networks,
DotNetNuke, and Recurrent Neural Network, as well as the increased demand for visual signal processing
efficiency, unique probabilities are emerging in DL-based video processing, sensing, and imaging.

This research introduces VDCNN-SS, a novel VDCNN with spatiotemporal similarity (SS) model for video
reconstruction in digital twins. The suggested VDCNN-SS technique visualizes the relationship between
interconnected low resolution (LR) and high resolution (HR) picture blocks. It deals with non-local
complementary and repeating data that is spatially and temporally distributed across nearby low-resolution
video frames. The VDCNN model is utilized for learning the LR–HR correlation mapping to improve
reconstruction speed while maintaining SR quality, and the resultant HR video frames are obtained effectively
and quickly. A thorough simulation analysis is performed to evaluate the improved SR video reconstruction
performance of the VDCNN-SS technique, and the findings are examined in terms of several evaluation factors.

2 Structure

Mur et al. [10] suggested a fast DL reconstructor that uses spatiotemporal information in a video. They
were particularly interested in convolution gated recurrent units, which have lower memory requirements.
These simulations show that the projected recurrent network improves reconstruction quality over static
approaches that recreate video frames separately. Yao et al. [11] proposed a new DR2-Net for
reconstructing the image from their CS measurement. The DR2-Net is based on two explanations: 1)
Residual learning can improve reconstruction quality further, and 2) linear mapping can reconstruct
higher quality primary pictures. As a result, DR2-Net has two modules: a residual network and a linear
mapping network. The FC layer of NN, in particular, performs the linear mapping network.

Sankaralingam et al. [12] take advantage of learning-based algorithms in video SR fields, proposing a
new video SR reconstruction approach based on Deep Convolutional Neural Networks and Spatio-Temporal
Convolutional Neural Network-Super Resolution. It is a DL technique for reconstructing video SR that
implies a mapping relationship between related HR and LR picture blocks, as well as redundant
information and spatio-temporal non-local complements among neighbouring LR video frames. Sundaram
et al. [13] presented a super-resolution (SR) reconstruction technique based on an effective subpixel
CNN, whereas the optical flow is provided in the DL network. In addition, a superpixel convolutional
layer is added after the DCN to improve the SR. Higham et al. [14] demonstrate the DL application
employing convolution AE networks for recovering real-world 128128-pixel video at thirty frames per
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second from single pixel camera sampling at a compression ratio of 2%. Furthermore, by training the
network on a large database of images, it optimizes the first layer of the convolution networks, which is
equivalent to optimizing the basis used to scan the image intensities. Prakash et al. [15] asserts that by
learning from an instance of a specific context, this method offers the possibility of HR for task-specific
adaptation, which has implications for applications in metrology, gas sensing, and 3D imaging.

Kong et al. [16] used two DL modules to improve the spatial resolution of temperature regions. In
MPSRC, the three pathways with and without pooling layers are targeted at fully reflecting the spatial
distribution feature of temperature. The appropriate HR temperature regions have been successfully and
accurately rebuilt. Judith et al. [17] investigate a new foveated reconstruction technique that makes use of
recent advances in generative adversarial NN. They rebuilt a believable peripheral video from a smaller
fraction of pixels that provided each frame. When it comes to providing a visual experience with no
evident quality deterioration, this technology outperforms advanced foveated rendering.

3 The Proposed Video Reconstruction Model

This study developed a new VDCNN-SS technique for digital twins that employs correlation mapping
between the outer correlative blocks and nonlocal paired and repetitive data in surrounding LR video frames
to get higher quality reconstruction results. During the learning method, the VDCNN-SS technique employs
the VDCNN model to get the reconstruction variables among the LR and HR picture blocks that increase the
SR speed. In addition, curvelet transform (CLT) and structural similarity (SSIM) are used to provide
spatiotemporal fuzzy registration and fusion across neighbouring frames at the subpixel level. At this
point, the VDCNN-SS approach is extremely responsive to a complex motion process and produces
robust results. The complete working process is represented in Fig. 2, which includes two primary
processes: correlation mapping learning and SSIM measurement.

Figure 2: Overall process of VDCNN-SS model
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3.1 Design of VDCNN Based Correlation Mapping Learning Model

Correlation mapping learning is a method for learning the relationships between HR and LR video
frames. Sparse coding refers to the removal of all patches from the training set in order to reduce the
burden of storage and computation. This approach comprises multiple parts, which are summarized
below: reconstruction, patch extraction, sparse representation, and correlation mapping.

FiðY Þ ¼ maxð0; Wi�Fi�1ðY Þ þ BiÞ (1)

Whereas fW; Bg ¼ fW1; W2; W3; B1; B2; B3g denoted the filter and the bias attained during the
training procedure. The index i denotes the NN layer in the reconstruction procedure, and if i = 0, F0( Y)
signifies the input image which could be simply noted as X. Besides, the filter consist of 4 dimensional
matrices and the bias consists of vector. In additional explanations, c is presented for denoting the
channel of frame. fi and ni utilized for denoting the size and number of the filters in i layer, respectively.
Later, they could utilize these functions for representing the succeeding 3 phases:

1) Patch extraction and sparse depiction. The filter W1 dentoes the matrix of size c × f1 × f1 × n1 and bias
B1 indicates an n1-dimension vector, whereas f1 & n1 denotes the size and amount of the filters in the
initial layer. Eq. (1) could be considered as implementing n1 convolution on input frame X using a
kernel sized c × f1 × f2 and output an n1-dimension vector.

2) Correlation mapping. Here, the size of W2 is n1 × f2 × f2 × n2 and B2 denotes an n2-dimension vector,
afterward implementing n2 convolution to F1(Y), they could map n1-dimension LR image block to n2-
dimension HR image block.

3) Reconstruction. Here, the size of W3 is n2 × f3 × f3 × c, B3 implies the c-dimensional vector and the
output F3(Y) denotes a c-dimensional vector, that has the pixel value in the target area. Therefore,
the HR frame is reconstructed using a VDCNN.

The VDCNN is an adaptive framework for identifying text processes that was designed to provide
different depth levels (9, 17, 29, and 49). The network begins with a lookup table, which generates
embeddings for the input text and stores them in a two-dimensional tensor of size (f0, s). The number of
input characters (s) is set to 1,024 and the embedded dimensional (f0) is set to sixteen. The following
layer (three, Temp Convolution, 64) employs sixty-four sixty-four temporal convolutions of kernel size
three, resulting in a size sixty-four s output tensor. It is a significant function for fitting the lookup table
output with adaptive network segment input gathered by convolution blocks. All of the preceding blocks
are a series of two temporal convolution layers, all of which are achieved by a temporal batch
normalization layer [18] and a ReLU activation. Furthermore, different network depths are achieved by
varying the number of convolution blocks. For example, the depth seventeen architecture contains two
convolution blocks for each level of feature map, resulting in four convolution layers for all levels. The
following rule is used to reduce the network's memory footprint: Previously, each convolution block
doubled the number of feature maps, and the pooling layer split the temporal dimensions. Furthermore,
the VDCNN network features shortcut links for each convolution block that is run using 1 1 convolution.
The architecture of the VDCNN model is seen in Fig. 3.

They used another VDCNN for learning this parameter because the pair of biases and filters is critical in
the reconstruction procedure. Smaller filter sizes, deeper layers, and extra filters could improve DL efficiency.
The Media Source Extensions, as derived by Eq., is the cost function used at this stage (2). For minimizing
the cost function, they utilized regular BP technique integrated by the arbitrary gradient decent technique for
obtaining the optimum variables {W, B}.
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LðW ; BÞ ¼ 1

n

Xn
i¼1

kFðYi; Wi; Bi; Þ � Xik2 (2)

The variable pairs {W, B} was initiated with the help of Gaussian function using the distribution
Nð0; 0:001Þ. The filter upgrade task is displayed in Eq. (3), and the upgrade of bias is equivalent to filters.
Wl

iþ1 ¼ Wl
i þ Diþ1 (3)

Diþ1 ¼ 0:94þ g
@L

@Wl
i

Whereas i and l denoted the iteration time and layer correspondingly, and four denotes the increase in the
layer i. Since the variable pairs {W, B} attained in the training procedure could substantially enhance the
reconstruction performance and speed, in this work, they selected this technique for studying the mapping
relations among LR and HR frames and create an intermediate estimate frame.

3.2 Design of Curvelet Transform and SSIM

The intermediate video frames obtained from the LRHR relation mapping technique considered the
relationship between the LR and HR picture blocks in a single frame, which does not use the whole
spatio-temporal relation data between the nearby video frames. This data, on the other hand, could help
to maintain the video's temporal dependability. Conventional fuzzy registration is based on the
relationship between pixels in the neighbouring and target frames, which is typically defined as the
weighted average of each adjacent pixel [19]. Whereas a single measurement would not be able to adapt
well to the changing platform, in this work, they integrate the CLT and the SSIM for adjusting to local
motion, rotation, and other minor changes in the dynamic scene.

SR films frequently contain objects with a variety of characteristics. This characteristic has edges that
might be discontinuous or continuous. These edge-based discontinuities could be examined and tracked
using CLT. In this method, separate objects with their associated edge data are labelled as curvelets, which
can be seen via a multiscale directional transform. CLT is implemented in both continuous and discrete
domains. The interpretations and turns of U polar wedge filter characterise the continuous CLT and is
determined for 2−j scale in Eq. (6). Eq. (7) denotes the coarse curvelet filter where jEN calculates the detail
coefficient, for coarse and scale limit, the curvelet coefficient with translation xj;lk is displayed in Eq. (6).

Figure 3: Architecture of VDCNN
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[j ðwÞ ¼ 2�j0W0ð2�j0 jwjÞ (5)

’j;k;lðxÞ ¼ ’jðRlðx� xðj;lÞk ÞÞ (6)

’j0;kðxÞ ¼ ’j0ðx� 2�j0kÞ
The curvelet is determined in Eq. (7) for the function 0f 0 that belong to R2 by curvelet coefficient as inner

product of ‘f’.

cðj; l; kÞ ¼ hf ; ’j;l;ki ¼
Z
R2

f ðxÞ’j;l;kðxÞdx (7)

whereas, w: Cartesian form parameter, r, Θ: polar form parameters, r ≥ 0, �e½0; 2pÞ, j0: window function,
j0 ≤ jEN, W: radial window function, V : angular window function through 2π period, R: Rotatel, φj,k,l(x):
spatial mother curvelet function, x: spatial space parameter vector, l: rotational variable, lEN0, and k:
translation variable, kEZ2.

Depending upon the orientation and scale, the curvelet coefficient is collected to different sub bands and
curvelet coefficients are calculated for all the sub bands. Afterward calculating the curvelet coefficient, the
normalized directional energy Ei (Ei the energy of ith subband) is calculated for all the curvelet subbands by
L1 norm displayed in Eq. (9). The last curvelet feature vector is denoted by:

fCT ¼ ½E1 E2 E3 E4 E5 E6 . . . Ens� (8)

Whereas ns denotes the overall amount of curvelet sub bands.

Ei ¼ 1

m� n

Xm
x¼1

Xn
y¼1

ciðx; yÞ (9)

Whereas Ei denotes the energy of ith subband coefficient and ci indicates the curvelet coefficient of sub
band i with dimension m × n.

For SSIM, assume 2 areas placed in pixels (i, j) & (k, l), and noted as Rij & Rkl, correspondingly, they
calculated their mean μ & standard deviation σ and covariance among these 2 regions as cov(i, j, k, l)
Depending upon these predetermined values, they could attain the SSIM as displayed in Eq. (10),
whereas e1 & e2 denotes constant.

SRSSðRij; RklÞ ¼ ð2lðk; lÞlði; jÞ þ e1Þð2covðk; l; i; jÞ þ e2Þ
ðlðk; lÞ2 þ lði; jÞ2 þ e1Þðrðk; lÞ2 þ rði; jÞ2 þ e2Þ

(10)

For all the search regions centered in (k, l) is reconstructed frame, noted as Rkl, they traversed their
nearby pixel points (i, j) in local window mark as R with predefined size and calculated the SSIM among
2 areas. Using a predetermined threshold, the area that is not equivalent to Rkl would be filtered out.
Therefore, the CLT SCLTðRij; RklÞ was considered as the core indicator and SSIM SRSSðRij; RklÞ was
used for fine tuning this similarity with a smaller weight λ, that would be fixed as 0.000 2 in last
research. Mark the nearby areas that must be selected from an adjacent frame and single frame.
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xðk; l; i; jÞ ¼ 1

Cðk; lÞ SZFSðRij; RklÞð1� kSRSS ðRij; RklÞÞ (11)

where (i, j) represents the searched pixels in a nonlocal search region, C(k, l) represents the normalized
constant determined by Eq. (12), and the variable e is utilized to control the weight decay rate.

Cðk; lÞ ¼
X

ði;jÞ2Rsrðk;lÞ
e
kZkl�Zijk22

e2 ð1� kSRSSðRij; RklÞÞ (12)

Whereas Rsr(k, l) represents the searching region. Afterward calculating the similarity among the video
frames, they can attain the weight of subregions based on Eq. (11), with appropriate regions that could be
chosen. Later, this area has been merged iteratively for obtaining a frame closer to original. In order to
pixel (k, l) that exists super-resolved, they would restructure it by the SR estimate energy function by:

x̂ðk; lÞ ¼ arg min kxðk; lÞ �
XT2

T¼T1

X
ði;jÞ2Rsrðk;lÞ

xðk; l; i; j; TÞxði; jÞk22 (13)

Whereas x(k, l) represents the older energy value in pixel (k, l) and x̂ðk; lÞ denotes the target value. Now,
they presented the variable T as frame amount of the traversed pixel (i, j) to represents the relation among
distinct frames. ½T1; T2� denotes the frame amount of range the searching image handled by the search
amount N generally, it could be expressed as [T0 −N, T0 + N]. Afterward minimalizing this function, they
can proceed with a closed form solution by:

x̂ðk; lÞ ¼
P

ðk;lÞ2�
P

T2½T1T2�
P

ði;jÞ2Rsrðk;lÞxðk; l; i; j; TÞxði; j; TÞP
ðk;lÞ2�

P
T2½T1T2�

P
ði;jÞ2R1ðklÞxðk; l; i; j; TÞ

(14)

3.3 Model Representation in Digital Twins

Grieves established the Digital Twin model and notion because the conceptual module underpins
Product Lifecycle Management [20]. Despite the fact that the phrase was not used previously, the main
components of each Digital Twin have been defined: virtual space, physical space, and the data flow
between them. The fundamental enablers of Digital Twins: Closed Captioning, Artificial Intelligence,
Internet of Things (IoT), Big Data, and sensor technologies have grown at an astonishing rate. Currently,
NASA defines a Digital Twin as a multiscale, Multiphysics, ultra-fidelity simulation, probabilistic that
allows real-world reproduction of the state of a physical object in cyberspace based on real-world sensor
and historical data. Tao et al. expanded the module and proposed that Digital Twin modelling must
comprise the following elements: virtual modelling, physical modelling, data modelling, service
modelling, and connection modelling.

Innovative technologies are paving the way for smart cities, in which every physical object would have
communication capabilities and embedded computing, allowing them to detect the platform and interact with
one another to provide services. Machine-to-Machine Communication/IoT is another term for intelligent
interoperability and linkages [21]. A smart city must have a smart home, smart energy, smart
manufacturing, and a smart transportation system. Data capture becomes comparably simple due to the
availability and affordability of actuators and sensors. One of the challenging tasks is diagnosing and
monitoring manufacturing machinery via the Internet. The merging of the virtual and physical worlds of
manufacturing is a major issue in the field of Cyber-Physical Systems (CPS) that demands additional
research.
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The concept of a “digital twin” is the creation of a module of a physical asset for the purpose of
forecasting maintenance. Using real-world sensory data, this method would usually be used to anticipate
the forthcoming of relevant physical resources in the operation/environment. It might discover and
monitor potential threats posed by its physical counterpart. It is divided into three sections: I virtual
products in virtual space, (ii) physical items in actual space, and (iii) a combination of virtual and real
products. As a result, evaluating and collecting a massive amount of manufacturing data in order to
uncover the data and relationship becomes critical for smart manufacturing. General Electric has begun
their digital transformation path, which is centred on Digital Twin, by building critical jet engine modules
that forecast the business results associated to the residual life of these modules. In this study, a new
video reconstruction technique for digital twins is devised, which aids in real-time performance.

The concept engaged in the extensive reference approach is to broaden and hand over the conceptual
model while conveying the scientific fundamentals of video reconstruction standards to the aspect of
digital twins. The proposed concept is focused on “twinning” between the physical and virtual spheres.
As a result, a digital twin model may be created using an abstract technique that includes all of the traits
and completely explains the physical twin at a conceptual level. Thought simulations are performed based
on the abstract model, allowing for the capture and understanding of the physical twin at an abstract level.

3.4 Steps Involved in Proposed Model

Based on the aforementioned procedures, the projected method is given below. Now, this technique is
separated into 2 phases: reconstruction and training processes.

Input LR video sequence fXt; tgTt¼1, SR factor s, HR training data THR, LR trained data TLR, the amount
of NN layers L, the filter size f, and the filter amount n, for all the layers. The nearby searching frame N,
weight control variable e, and the round number K.

Outcome HR video sequence fYt; tgTt¼1:

Training procedure Input the training sets THR & TLR into the VDCNN and utilize BP for obtaining an
optimum fW ; Bg variable pairs.

SR Reconstruction Procedure

Step 1 Utilize the bi-cubic method for obtaining an early estimation of LR video sequence, mark as
fX 0

t ; tgTt¼1:

Step 2 For fX 0
t ; tgTt¼1; plug the variable pairs fW ; Bg attained from the training procedure for getting

the in-between outcomes fY 0
t ; tgTt¼1 by VDCNN.

Step 3 Enlarge the edge of frame y0t and its nearby frames, and note the enlarged frames as fyEs gtþN
t�N :

Step 4 Traverse the reconstructed frame y0t and attain the reconstructed block Rkl.

Step 5 Traverse the nearby region of Rkl in fyEs gtþN
t�N and attain the blocks that should be merged, mark

this block as fRijgði;jÞ2Rsrðk;lÞ:

Step 6 Calculate the SSIM among Rkl & Rij and evaluate when Rij is equivalent to the reconstructed
block. When this region is not equivalent as recommended, proceed to Step-8 for getting the subsequent
block, otherwise note the similar regions as Rî̂j:

Step 7 For Rkl, upgrade its weight.

Step 8 When there exist other blocks in fRijgði;jÞ2Rsrðk;lÞ; proceed to Step 5 for getting the subsequent
block, otherwise, proceed to Step 10.

Step 9 Merge the group of equivalent areas Rî̂j to attain the target block R�
kl:
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Step 10 When other blocks are existed in the reconstructed frames, proceed to Step 4 for getting the
subsequent blocks, otherwise the target frame fYt; tgTt¼1 is attained.

Step 11 Update repetitively: when the round amount k is lesser compared to present maximal K,
continue to Steps 3 & 4; or else, stop the process.

4 Performance Validation

The proposed VDCNN-SS technique's SR video reconstruction performance is examined in terms of
several factors. Tab. 1 compares the Peak signal-to-noise ratio (PSNR) and SSIM of the VDCNN-SS
technique to other known algorithms on four datasets.

Fig. 4 compares the performance of the VDCNN-SS technique to other strategies in terms of PSNR on
four test movies. The figure shows that the VDCNN-SS technique achieved an effective result by providing
maximum PSNR values on the used videos. For example, on the applied lady video, the VDCNN-SS
technique achieved a greater PSNR of 36.28 dB, but the Bicubic, SelfExSR, SRCNN, VSRnet, sub-pixel
motion compensation (SPMC), and Deep Fusion- Enhanced Super-Resolution (DF-ESR) procedures
achieved lower PSNRs of 32.75, 34.21, 34.09, 34.67, 33.73, and 34.39 dB, respectively. Furthermore, on
the used Sign video, the VDCNN-SS technique produced a superior PSNR of 46.91 dB, whereas the
Bicubic, SelfExSR, SRCNN, VSRnet, SPMC, and DF-ESR methods achieved a minimum PSNR of
35.28, 41.90, 40.29, 41.59, 34.69, and 42.30 dB, respectively. Finally, on the used bird video, the
VDCNN-SS technique obtained a maximum PSNR of 44.21 dB, whereas the Bicubic, SelfExSR,
SRCNN, VSRnet, SPMC, and DF-ESR methods obtained lower PSNRs of 39.85, 41.38, 41.37, 41.63,
40.26, and 41.63 dB, respectively. Furthermore, on the applied beach video, the VDCNN-SS approach
achieved a greater PSNR of 38.72 dB, whereas the Bicubic, SelfExSR, SRCNN, VSRnet, SPMC, and
DF-ESR techniques achieved a minimal PSNR of 31.56, 33.17, 32.92, 33.34, 32.08, and 33.46 dB,
respectively.

Fig. 5 compares the performance of the VDCNN-SS method to other approaches in terms of SSIM on
four test movies. According to the graph, the VDCNN-SS method achieved an effective outcome by
providing maximum SSIM values on the applied videos. For example, on the applied lady video, the
VDCNN-SS method obtained an improved SSIM of 95, whilst the Bicubic, SelfExSR, SRCNN, VSRnet,
SPMC, and DF-ESR approaches obtained a minimal SSIM of 88, 90, 90, 91, 91, and 91, respectively.
Following that, on the applied Sign video, the VDCNN-SS approach produced a higher SSIM of 99.45,
but the Bicubic, SelfExSR, SRCNN, VSRnet, SPMC, and DF-ESR strategies obtained a lower SSIM of

Table 1: Result analysis of various models with respect to PSNR and SSIM for four videos samples

Methods Woman Sign Bird Beach

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Bicubic 32.75 88.00 35.28 96.00 39.85 96.00 31.56 87.00

SelfExSR 34.21 90.00 41.90 99.00 41.38 97.00 33.17 90.00

SRCNN 34.09 90.00 40.29 98.00 41.37 97.00 32.92 89.00

VSRnet 34.67 91.00 41.59 98.00 41.63 97.00 33.34 90.00

SPMC 33.73 91.00 34.69 97.00 40.26 97.00 32.08 89.00

DF-ESR 34.39 91.00 42.30 98.00 41.63 97.00 33.46 90.00

VDCNN-SS 36.28 95.00 46.91 99.45 44.21 98.00 38..72 96.00
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96, 99, 98, 97, and 98, respectively. Furthermore, on the applied bird video, the VDCNN-SS methodology
produced a superior SSIM of 98, whereas the Bicubic, SelfExSR, SRCNN, VSRnet, SPMC, and DF-ESR
methods obtained a minimal SSIM of 96, 97, 97, 97, and 97, respectively. Finally, on the applied beach
video, the VDCNN-SS methodology obtained a superior SSIM of 96, whilst the Bicubic, SelfExSR,
SRCNN, VSRnet, SPMC, and DF-ESR algorithms obtained a minimum SSIM of 87, 90, 89, 90, 89, and
90, respectively.

A series of simulations are run on a benchmark video dataset to further ensure the increased performance
of the proposed technique. Fig. 6 depicts an example set of video frames from the used David dataset.

Tab. 2 and Fig. 7 show a detailed PSNR comparison of the VDCNN-SS technique with existing
techniques over a range of frame counts. The collected findings show that the VDCNN-SS technique
achieved superior performance with the highest PSNR value. For example, under 10 frames, the
VDCNN-SS technique yielded a better result with a PSNR of 35.98 dB, but the SPMC and DF-ESR
procedures yielded lower results with PSNRs of 32.23 and 33.66 dB, respectively. Furthermore, under
30 frames, the VDCNN-SS method surpassed increased results with a PSNR of 35.12 dB, whilst the

Figure 4: Result analysis of VDCNN-SS model in terms of PSNR

Figure 5: Result analysis of VDCNN-SS model in terms of SSIM
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SPMC and DF-ESR methods fared poorly with PSNRs of 30.50 and 32.71 dB, respectively. Similarly, under
50 frames, the VDCNN-SS approach achieves the best results with a PSNR of 40.14 dB, while the SPMC
and DF-ESR procedures achieve poorer results with PSNRs of 36.40 and 38.99 dB, respectively.

Figure 6: Sample images (David dataset)

Table 2: Result analysis of various methods on complex david dataset in terms of PSNR values

No. of frames SPMC DF-ESR VDCNN-SS

1 32.23 33.66 35.98

10 31.02 32.48 34.94

20 32.00 34.26 35.84

30 30.50 32.71 35.12

40 36.20 38.30 39.42

50 36.40 38.99 40.14

60 36.00 37.25 38.47

70 30.42 32.96 34.15

80 32.60 34.87 37.26

90 33.01 34.55 36.14

100 33.20 35.40 37.00

110 33.12 34.57 36.10

120 32.70 34.21 36.56

130 31.62 33.79 35.23

140 31.24 32.60 33.84

150 31.80 33.06 35.53
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Simultaneously, under 70 frames, the VDCNN-SS methodology performed better with a PSNR of 34.15
dB, while the SPMC and DF-ESR methods fared worse with PSNRs of 30.42 and 32.96 dB, respectively.
Concurrently, under 100 frames, the VDCNN-SS approach yielded a better result with a PSNR of 37 dB,
whilst the SPMC and DF-ESR algorithms yielded the worst results with PSNRs of 33.20 and 35.40 dB,
respectively. Under 130 frames, the VDCNN-SS method yielded a greater result with a PSNR of 35.23
dB, but the SPMC and DF-ESR procedures yielded lower results with PSNRs of 31.62 and 33.79 dB,
respectively. Finally, within 150 frames, the VDCNN-SS technique achieves the best results with a PSNR
of 35.53 dB, while the SPMC and DF-ESR algorithms achieve the worst results with PSNRs of
31.80 and 33.06 dB, respectively.

A series of simulations on benchmark video datasets are performed to further ensure the improved
performance of the current technique. Fig. 8 depicts a sample set of video frames from the applied girl
dataset [22].

Tab. 3 and Fig. 9 show a complete PSNR analysis of the VDCNN-SS method with existing techniques
over a range of frame counts. The obtained results show that the VDCNN-SS approach achieved improved
performance with the highest possible PSNR value. Under 100 frames, the VDCNN-SS method produced a
better result with a PSNR of 42.76 dB, but the SPMC and DF-ESR methods produced a lower result with
PSNRs of 36.13 and 39.27 dB, respectively. Also, under 300 frames, the VDCNN-SS technique
performed better with a PSNR of 43.73 dB, but the SPMC and DF-ESR algorithms performed worse with
PSNRs of 37.12 and 40.62 dB, respectively. Similarly, under 500 frames, the VDCNN-SS method
yielded a higher result with a PSNR of 38.64 dB, but the SPMC and DF-ESR procedures yielded lower
results with PSNRs of 34.97 and 37.33 dB, respectively.

At the same time, under 700 frames, the VDCNN-SS strategy performed better with a PSNR of 42.30
dB, whilst the SPMC and DF-ESR strategies performed worse with PSNRs of 39.56 and 41.09 dB,
respectively. Simultaneously, under 1000 frames, the VDCNN-SS approach yielded a better result with a
PSNR of 47.55 dB, whilst the SPMC and DF-ESR procedures yielded lower results with PSNRs of
41.76 and 44.22 dB, respectively. Following that, under 1300 frames, the VDCNN-SS technique
performed better with a PSNR of 48.42 dB, whilst the SPMC and DF-ESR approaches performed worse
with PSNRs of 45.65 and 47.05 dB, respectively. Finally, under 1500 frames, the VDCNN-SS method
fared better with a PSNR of 48.87 dB, while the SPMC and DF-ESR methods performed worse with
PSNRs of 42.55 and 45.69 dB, respectively.

Figure 7: PNSR analysis of VDCNN-SS model on david dataset
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Figure 8: Sample images (Girl dataset)

Table 3: Result analysis of various methods on complex girl dataset in terms of PSNR values

No. of frames SPMC DF-ESR VDCNN-SS

1 38.02 41.33 43.61

100 36.13 39.27 42.76

200 35.62 38.95 42.28

300 37.12 40.62 43.73

400 37.02 40.32 43.61

500 34.97 37.33 38.64

600 34.99 36.45 39.88

700 39.56 41.09 42.30

800 39.23 42.40 45.51

900 40.68 41.83 45.16

1000 41.76 44.22 47.55

1100 42.51 43.86 45.16

1200 44.02 47.50 48.84

1300 45.65 47.05 48.42

1400 45.95 47.24 50.84

1500 42.55 45.69 48.87
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5 Conclusion

This research provided a novel VDCNN-SS technique for successful SR video reconstruction. The
VDCNN-SS technique primarily employs the VDCNN model to acquire the reconstruction variables
among the LR and HR picture blocks that increase the SR speed. Additionally, the use of CLT and SSIM
occurs. The intermediate video frames obtained from the LRHR relation mapping technique considered
the relationship between the LR and HR picture blocks in a single frame, which does not use the whole
spatio-temporal relation data between the nearby video frames. A comprehensive simulation analysis is
performed to examine the improved SR video reconstruction performance of the VDCNN-SS technique,
and the findings are analysed in terms of several evaluation factors. The testing results demonstrated the
superiority of the VDCNN-SS technique over the more modern techniques. The pretrained rebuilt
coefficient can be used to speed up the SR video reconstruction process in the future. Furthermore, the
reconstruction results can be improved by employing the optimization technique using SS.
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An accurate prediction of cardiac disease is a crucial task for medical and research 

organizations. Cardiac patients are usually facing heart attacks sometimes tends to death. 

Therefore, a prior stage of heart diagnosis is compulsory, so that model of optimal Deep 

learning technology is prosperous for the healthcare sector. The earlier models related to this 

research work are outdated, some applications cannot provide efficient outcomes. The 

available conventional models like the Genetic algorithm (GA), PSO (particle swarm 

optimization), RFO (Random Forest optimization), X-boosting. KNN and many available 

technologies are only dispensing abnormality information but they are not providing 

location, depth, and affected area dimensions. Moreover, earlier models only supported 

fixed scanning in radiology not supporting cloud-level deployment. The sensitivity and 

robustness of diagnosis are very low therefore a DCAlexNet CNN deep learning technology 

is needed. The deep learning-based classification is performed through the DCAlexNet CNN 

(convolutional Neural networks) technique. The implementing application is loading 

training samples from Kaggle or ANDI dataset. The uploaded image samples are pre-

processed through resolution, intensity, and brightness adjustment in the python NumPy 

tool. The. CSV file (text file) is processed through clustering as well as dimensionality 

adjusting technique. The processed images are segmented through RRF (Restrictive 

Random Field) technology. The segmentation on images provides features that are loaded 

in the local server after that saved into CNN memory. Now the .csv file and trained features 

are applied to DCAlexNet CNN deep learning architecture. The training processing can give 

information about diseases in the heart and dimensionality of the affected area (depth and 

location). Now the application is waiting for real-time samples which is nothing but testing, 

in this testing part locally available affected and healthy heart ultrasound images are given 

to DCAlexNet CNN. The designed application can easily be identified whether the uploaded 

image has abnormality or not. The test-based and image-oriented feature fusion can help the 

application detect heart abnormalities in an easy way. To this feature fusion-based 

DCAlexNet CNN confusion matrix generates performance measures like accuracy 98.67%, 

sensitivity 97.45%, Recall 99.34%, and F1 Score 99.34%, these numerical comparison 

results compete with present technology and outperformance application robustness. 

Keywords: 

heart disease, classification, deep learning, 

feature fusion, feature extraction, 

dimensionality reduction, ALEXNET CNN, 

RRS segmentation 

1. INTRODUCTION

In contemporary days, cardiac disease is a common 

abnormality that causes the death of several persons, and 

similarly many countries facing heart diagnosis issues. The 

heart is the supreme necessary organ of the body and its work 

guarantees the life of an individual. An increasing number of 

people are suffering from cardiovascular disease (CVD), 

which includes excessive blood pressure, coronary heart 

disease, cardiovascular disease, rheumatic heart disease, and 

stroke. Detection approaches for CVD include cardiac 

ultrasonography, CV angiography, and cardiovascular 

magnetic resonance imaging (CVMR). Computed tomography 

(CT) and resonance Furthermore, the use of CV medical 

imaging has become an essential diagnostic tool. Therapy for 

cardiovascular disease (CVD) is becoming more significant. 

Classification, detection, and segmentation are the most 

frequently used tasks in CV medical image analysis nowadays. 

For CV medical imaging, the big data era has arrived as to how 

to extract relevant information from a vast number of CV 

medical pictures and deliver more accurate clinical diagnostics. 

Coronary abnormality determines heart work [1] and induces 

a patient’s health issues causes death. One of the important 

issues of cardiac disease is examining a patient’s chances for 

the lack of sufficient bloodstream to the heart. The application 

of several longitudinal examinations of self-sufficient 

degeneration and investigation may build the expectation of 

technique. The massive quantity of data set information should 

be stored via mechanical progression in the medical care 

offices and this is the unusually moving position for the 

information decryption.  

A section of the fundamental attributes is Age, Sex, 

Cholesterol, FBP (Fasting pulse), rest ECG 

(Electrocardiogram) [2]. Weight, height, smoking habit, diet, 
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obesity, serum cholesterol, hypertension, pain location, 

circulatory strain, ECG (heart electrical action test, ST sadness, 

Threat circulatory strain, Thalach, and several major 

fluoroscopic vessels are employed in cardiac disease. The 

human heart’s different segments participate in the aorta, 

aortic valve, aspiratory course, cava, internal vena cava, left 

the chamber, mitral valve, pneumonic valve, predominant 

vena right chamber, right ventricle, and tricuspid valve. 

Regardless of the case, the computation of selecting and 

joining various highlights depicts an impressive test.  

Alongside recently, certain AI calculations like ANN, K-

Nearest Neighbor (KNN), and SVM are employed in the 

Internet of Things (IoT) positioned frameworks for 

expectation and order. Independent AI calculations are 

employed to specify the information that is collected by the 

unique IoT gadgets shown in above Figure 1. The information 

that is signified by the AI calculations provides many accurate 

outcomes when compared to manual naming. Subsequently, 

Neural network-based devices attain the finest in the execution 

of class for the anticipation of heart and mind disease. Carotid 

Artery Stenting (CAS) has been increasingly popular in the 

medical sector in recent years. In the early stages of HD 

patients, this CAS approach gives an overview of Major 

Adverse Cardiovascular Events (MACE). The ANN supplies 

perfecter outcomes when compared with the primary CAS 

strategy. The suggested ANN-based strategy does not fairly 

incorporate back probabilities hitherto, besides, produce vales 

[check spelling] from various archetype procedures. The 

ANN-based technique attains much better outcomes when 

compared with existing strategies [3]. 

Despite the fact that this is a strong tool, the technology used 

to diagnose cardiovascular disease (CVD) is not fully explored 

in this work. AI and DL diagnostics paradigm shifts are 

discussed, as well as possible solutions to probable problems, 

and the future of the linked machine intelligence applications 

are envisioned. The challenges described are broken down into 

the modular parts of DL in terms of CVD picture 

categorization, segmentation, and detection. The key to a 

successful technical application of DL in current medical 

research is a good viewpoint on management of these 

challenges. 

The remainder of this investigation is structured as follows: 

The second section displays artwork that is related to the first. 

Segment 3 portrays substances and techniques for the 

realization of coronary sickness. Area 4 portrays the activity 

effects of proposed engineering. Segment 5 concludes the 

paper. 

 

 

2. RELATED WORKS 

 

Ventures to ascertain and possibly obstruct unequivocal 

grown-up content are not a recent one, and there is a 

captivating work regarding the grown-up content location in 

the cutting edge. The work in wires 2 DL methods of AlexNet 

and GoogleNet and accounts that exhibition conceivably 

expanded by fusing the two organizations for the 

characterization of the grown-up content. The work in aims at 

skin locus location for the sifting of the content using the 24 

tones changes in normally acquirable recordings and pictures. 

The article provides substantial evidence that includes key-

outlines, key shots, and video groupings. Work in relies on 

multifaceted inspected positioned investigation displaying the 

functionality of the proffered technique in the location of the 

trivial explicit groupings with the discovery rate of 87%. The 

methodology in engages shading-based skin separating and 

content compiled with sifting based concerning the 

identification of skin. Zhang et al. [4] employs the approach of 

content recovery for content sifting; it is dissected and 

evaluated using datasets that attain a discovery rate of 93.2%. 

The authors in showcase a system for site dissections; this 

system produces a magnified arrangement that is independent 

of the entrance situations. The authors in combine the 

methodologies based on key-outline with a MPEG-4 

measurable investigation of the stream vectors. The authors in 

produce sifting toward Web-based P2P. Authors in employ 

twain visual highlights for accessing the media and separating; 

the former visual highlight is single casing and latter visual 

highlight is choice variable of different edges along with 

Discriminate investigation toward advancement. Picture 

sifting is originally like substance-based recovery [5]. 

 

 
 

Figure 1. Heart ultrasound image 

 

 

3. PROPOSED METHODOLOGY 

 

Implemented Design Setup: The Deep learning architecture 

refers to the learning method of employing to a certain 

prediction experiment that takes been aimed to estimate the 

result of the proposed method. Two-category data numerical 

and image data are assessed separately at first, and when the 

enhancement of the image is done, the image data is 

segmented by SIFT later. DCALEXNET CNN and 

ALEXNET CNN multi-layer perception on the two sets of 

various data is used to do feature extraction. Then the feature 

fusion process is used to concatenate the extracted featured 

trained data. To categorize whether the patient is suffering 

from severe cardiac disease or not, the Ensemble classifiers 

like DCALEXNET CNN and ADA Boost. The classifier is 

implemented to the fusion data. Many performance evaluation 

metrics are computed to evaluate architecture’s performance. 

All computation experiments have been administered in 

Python 3.6.5 environment utilizing Deep learning libraries on 

an Intel® Core™ i3-3217U CPU@1.80 GHz PC. 3.3. 

 

 

4. PROPOSED SYSTEM MODEL 

 

Suggested Figure 2 shows a deep mastering ensemble 

architecture employing the ALEXNET CNN and the 

ALEXNET CNN-Multi-layer perceptron with characteristic 

fusion. Deep learning algorithms are trained using a data 

collection generated by Internet of Medical Things (IoMT) 

legal devices. There are two phases in the proposed 
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architecture – the pre-processing and the post-processing 

phases. The pre-processing phase comprises three individual 

layers that contain the pre-processing, Data enhancement, and 

Segmentation [6]. This pre-processing obtains raw data, and 

possibly this could have a few lost values and noise. In this 

phase, various methods like mean, mode, & average are 

implied for prognosis of lost values also discard noise 

employing normalization and eliminate variance data 

employing dimensionality reduction. Additionally, noise and 

dimensionality reduction data are received by the Data 

enhancement in this phase to evaluate the data enhancement 

so that the pre-processed data has been intensified for further 

processing shown in below Figure 2. Conversely, in the 

segmentation, the image data has been segmented to increase 

the comprehensive training accuracy. In the post-processing 

phase, the segmented image and the numeric data are directed 

by the ensemble feature extractor like ALEXNET CNN and 

ALEXNET CNN Multi-layer perceptron, and the feature data 

is concatenated by the techniques of feature fusion, and later, 

the fusion data is managed for the classification.  

 

 
 

Figure 2. Overall proposed architecture for heart disease using fusion method 

 

The application of Ensemble classifiers like ALEXNET 

CNN and ADA Boost are used. classifier on the fusion data is 

used to classify whether the patient is suffering from severe 

cardiac disease or not. A similar mechanism is implemented in 

parallel within the proposed architecture [7]. The above Figure 

1 is the overall proposed architecture. 

 

4.1 Pre-processing 

 

In above-proposed architecture, pre-processing step 

included for numerical data like handling moving average, 

missing values and normalization are explained as follows: 

Null as well as missing values are entered in data set at the first 

step since they can direct towards false prediction of any ML 

method. In this architecture, approach is selected to attribute 

the out of place or null values when you consider that mean 

device is splendid because it attributes persistent statistics 

without introducing outliers. Formulation of mean technique 

is as follows: 

 

𝑄(𝑦) = {
𝑚𝑒𝑎𝑛(𝑥),   𝑖𝑓 𝑦 =

𝑛𝑢𝑙𝑙

𝑚𝑖𝑠𝑠𝑒𝑑
𝑦,                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

} (1) 

 

where, y stands for the instances of feature vectors that exist 

in n-dimensional area, y∈R established in Eq. (1). 

Prior to bestowing every segmentation algorithm, they must 

be in the identical intensities range. For this intention, the 

images are pre-processed in two steps namely outlier 

elimination and scaling [8]. The noise of cine MRI is 

predominant to the intensities of the pixels, and this factuality 

is apparent in frames histogram. This factuality results in 

excessive high-intensity values in histogram diagrams. Thus, 

the one percent of the outlier intensities is first eliminated and 

then substituted their intensities with the closest value that is 

absent in the outlier set of the intensity values. Post to this 

process, there is however the difference continues owing to the 

intensity variety prior to normalizing. Hence, the resulting data 

is scaled into a new range [0,1] that is suitable for the input 

layer.  

 

4.2 Text data pre-processing 

 

4.2.1 Tokenization 

Tokenization is the initial step of Morphological Analysis. 

The objective of tokenization is to analyze and explore words 

in sentences. In the commencement, textual data is just a block 

of characters. The works of the data set are necessary for 

retrieving information in all the subsequent processes. 

 

4.2.2 Stop-word elimination 

The archetypal words present in any text document do not 

give the meaning of the documents. For instance, articles, 

pronouns, prepositions fall under this category that is 

considered as stop-words.  

Stemming: Stemming or lemmatization is a method for 

minimizing the words into their root. In English, several words 

feasibly are minimized to their base form or stem. For instance, 

‘agreed’, ‘agreeing’, ‘disagree’, ‘agreement’, and 

‘disagreement’ bestowed on ‘agree’. 

 

4.3 Image data pre-processing 

 

The input dataset has been combined with the dataset for 

heart disease in this process. For data analysis, IPCA is a 

comparatively novel computational and statistical 

methodology. ICA emerged from the community of signal 

processing in which it was evolved as a vigorous technique for 

splitting blind sources. For feature transformation, the 

fundamental ICA model can be written as st = uxt, where the 
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observed feature vectors are represented by xt is n×p matrix, 

st is n×p matrix is new individual evaluated vectors for 

classification purposes, u refers to n-n de-mixing matrix that 

remains employed towards obtain a completely new 

coordinate method of statistically independent non-Gaussian 

directions, by major non-Gaussian being initial IC direction. 

Method functions continuously and initially state most non-

Gaussian direction. Using PCA to get whitening lessened xt 

dimension and thus lessens number of st to be calculated 

shown in Eq. (2). The amount of chosen PCs in this study is 

similar to that employed on the PCA. The fixed point-method 

is executed to assess transformation matrix and independent 

components succeeding the process of data whitening is 

completed [9]. Mutual knowledge is named as a measure of 

dependency amongst random variables. Optimizing their 

negentropy is similar to decreasing mutual data amongst 

components. Negentropy in speedy ICA can be greater or 

much less conveyed as follows:  

 

𝐽𝐺(𝑠𝑡(𝑖)) ≈ [𝐸{𝐺(𝑠𝑡(𝑖))} − 𝐸{𝐺(𝑉)}]
2
 (2) 

 

wherein G is any non-quadratic feature, V stands a Gaussian 

variable with unit variance and zero imply, and it's miles a 

dimensional vector made from certainly one of matrix U.S.A. 

Rows. As G, numerous capabilities are used. Applying in 

𝑠𝑡(𝑖) = 𝑢𝑖
𝑇𝑥𝑡 Eq. (3) and Eq. (4), the succeeding optimization 

problem is obtained:  

 

Maximize 𝐽𝐺(𝑠𝑡(𝑖)) ≈ [𝐸{𝐺(𝑠𝑡(𝑖))} − 𝐸{𝐺(𝑉)}]
2
 (3) 

 

Subject to 𝐸{(𝜇𝑖
𝑇𝑥)2} = 1 𝑖 = 1,2, … . 𝑛 (4) 

 

4.4 Image enhancement 

 

For every slice in dataset edge map is created. Approach for 

creation of Edge Map joins 3 individual algorithms: Fast 

Wavelet Transform, alteration of Spatial Pixel Profile 

algorithm method and Non-linear diffusion, Figure 1 depicts 

the Edge Map for a single dataset slice. This method's purpose 

is to find notable edges in slices that will be utilised for 

segmentation. Spatial Pixel Profile method operates as below: 

contemplate a pixel p ∈ ℤ2 in 2-D discrete picture g in value 

range of pixel gray [0,255]. For the specified pixel position 

p = (xp, yp), a circular area is mentioned at a radius rϵ ℕ as 

shown Eq. (5): 

 

𝑅𝑟(𝑝) = {𝑞𝜖 ℤ|0 ≤ (𝑥𝑞 − 𝑥𝑝)
2

+ (𝑦𝑞 − 𝑦𝑝)
2

≤ 𝑟2} (5) 

 

In this condition, the cumulative similarity assessment c(p) 

of a pixel p is calculation of the whole pixels in circular 

neighborhood Rr(p) where contrast in grey value of pixel in 

neighbourhood & grey value of pixel p is smaller than σ , 

shown in Eq. (6) and Eq. (7).  

 

𝑐(𝑝) = ∑ 𝑏(𝑝, 𝑞)𝑞∈𝑅𝑟(𝑝)   (6) 

 

𝑏(𝑝, 𝑞) = {
1, |𝑔(𝑝) − 𝑔(𝑞)| ≤ 𝜎

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}  (7) 

 

Values of c(p) where pis positioned at the image’s edge 

will be lesser than values of c(p) when pis positioned in a 

homogenous area. Outcome of above-referred to manner 

remains map c that has extra grayscale values in homogenous 

regions too lesser greyscale values in areas around edges; by 

utmost greyscale value, any c(p) can acquire presence variety 

of pixels in area Rr(p) of radius r: 

 

cmax = |Rr| 
 

If the values of c were standardized to the range [0,1], 

upturned and then every value of c(p) > 0.5 were set to 0. 

A lot of varied methods prevail that focus to improve the 

CT images’ local contrast [10]. The majority of them rely on 

Wavelet bandpass coefficients valves utilizing a nonlinear 

function. The technique is said wherein the nonlinear function 

maps the bandpass photographs proven in Figure 3.  

This method employs the power-law confined by linear 

functions minute and huge distinction shown in Figure 3. 

 

𝑟(𝑥) = {
𝐺. 𝑥. (1 −

|𝑥|

𝑀
)

𝑝

+ 𝑥, 𝑓𝑜𝑟 |𝑥| ≤ 𝑀

𝑥, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 
}  (8) 

 

In a bandpass photograph, the function r(x) represents a 

mapping in the direction of a brand new fee for the coefficient 

price x. G denotes a regular benefit thing, M denotes the top 

restriction of the coefficient's nonlinear enhancement, and p 

denotes the nonlinear enhancement element said in Eq. (8). 

 

4.5 Image segmentation 

 

Techniques for cardiac segmentation based on FCN can be 

divided into four categories: (1) Using sophisticated building 

blocks in networks to supplement network feature learning; (2) 

diminish the issue of class imbalance by advanced loss 

functions; (3) Enhance the capacity and robustness of 

networks by a multi-step, multi-task or multi-view 

functionality fusion. (4) Propelling the network towards 

produce further anatomically possible segmenting results 

through including form priors, adverse losses or geometric 

restrictions in the preparation to normalize the network [11]. It 

is also helpful to emphasize that spatial and temporal 

coherence is used by advanced NNs to improve segmentation 

accuracy & temporal consistency of segmentation maps in 

cardiac image segmentation. 

 

 
 

Figure 3. Ultrasound images dataset 

 

 

5. FEATURE EXTRACTION 

 

Initial function space is transformed right into an extra 

concise new vicinity inside the feature extraction. In this 

situation, the specific feature area is converted into concise 

feature space without removing them however substituting the 
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former with a minor feature set. That takes region even as the 

quantity of input statistics’ characteristic is widespread to be 

looked after out, and later the input records may be 

transformed right into a concise characteristic set of abilities. 

 

5.1 ALEXNET CNN based feature extraction 

 

ALEXNET CNN is employed to automatically create 

features and merge them with the classifier. Benefits of 

ALEXNET CNN classifier comprise, out of the whole 

classifiers, the record of layers that convert input volume to 

output volume is uncomplicated in this method. There are 

some unique layers and every layer converts the input to 

output through a distinguished function. The drawback of this 

classifier is that it does not encode the position and orientation 

of the article into their prognoses [12]. A convolution is a 

considerable leisure operation than, for instance, max pool, 

both backward and forward. If the network is extensive, every 

training step is intended to acquire considerably longer. 

When the input pictures are transmitted through a 

succession of layers, such as convolutional, flattening, and 

fully connected layers pooling, a Convolutional neural 

network is utilized first, and then a result of ALEXNET CNN 

is formed to categories video frame images. After establishing 

ALEXNET CNN models from the scratch, the model is 

enhanced by using the technique of image augmentation. As a 

result, one of the pre-trained ALEXNET CNN models is used 

to categorize images and examine precision for training and 

validation data. 

 

5.1.1 Pool 

This is the pooling layer and is termed as pool. In 

ALEXNET CNN, max pooling is only used and generally the 

size of pooling kernel is 2 × 2 along stride of 2.  

 

5.1.2 Fully connected (FC) layer 

This layer is executed in ALEXNET CNN along with aid of 

convolution. Configuration of its size is n1 × n2, where n1 and 

n2 are the sizes of the input and output tensors accordingly. N1 

is a triplet (7 × 7 × 512) whereas n2 is generally an integer.  

 

5.1.3 Dropout 

This layer known as “Drop” is utilized for deep learning 

mechanism enhancement. It locates few of the quantity that 

has been linked with the particular node percentage network 

to 0 and MVGG_16 sets it as 0.5 in both the dropout layers.  

ReLU layer, which always follow the convolution layer in 

ALEXNET CNN, boosts the nonlinearity of ALEXNET CNN. 

The convolution layers present within both the pooling layers 

possess the equal channel number, kernel size and stride. 

Actually, collecting two 3×3 convolution layers and three 3 × 

3 convolution kernels is equal to a single 5×5 and 7x7 

convolution layers respectively. Stacking 2 or 3 small 

convolution kernels works much quicker than a single huge 

convolution kernel. Moreover, parameters numbers have been 

minimized. ReLU layers which are inserted among undersized 

convolution layers are really useful.  

The input video frame images and their corresponding map 

video frame images are S = (S (1) … S (N)) and M = (M (1) … 

M (N)) respectively. The major objective is to design a model 

which maps StoM with the help of some training data. This is 

modeled as a probabilistic approach by learning the model of 

distribution over labels which is represented as shown Eq. (9) 

and Eq. (10): 

𝑃(𝑛(𝑀, 𝑖, 𝑤𝑚)|𝑛(𝑆, 𝑖, 𝑤𝑠))  (9) 

 

where, n (I, i, w) is a patch with w*w size for image I, focused 

on pixel i. Here, ws  is preferred to be higher so that more 

contextual information can be extracted. Its functional form f 

is given as: 

 

𝑓𝑖(𝑠) = 𝜎(𝑎𝑖(𝑠)) = 𝑃(𝑚𝑖 = 1|𝑠)  (10) 

 

where, ai and fi represents the sum of input for the ith output 

and significance of ith output component respectively. σ (x), a 

logistic utility, is expressed as shown in Eq. (11): 

 

𝜎(𝑥) =
1

1+𝑒𝑥𝑝 (−𝑥)
  (11) 

 

ALEXNET CNN alongside softmax output unit is used for 

multi-class marking. The softmax output is a vector of size L 

which demonstrates the conveyance more than potential marks 

for pixel i. along these lines for multi-class marking, if path 

from pixel i to output unit l is thought of, the re-composed 

condition is:  

 

𝑓𝑖𝑙(𝑠) =
𝑒𝑥𝑝 (𝑎𝑖𝑙(𝑆)

𝑍
= 𝑃(𝑚𝑖 = 𝑙|𝑠)  (12) 

 

Shown Eq. (12) where fil(s) is the prediction probability 

where pixel I is mapped to label j. The advantages of the 

proposed method are summarized as below: 

First, ALEXNET CNN possibly handles huge amount of 

labelled data from various domains.  

Secondly, it is faster when paralleled with Graphics 

Processing Unit (GPU). Hence this is also extended for a 

greater number of pixels. For training data that is simulated by 

minimizing kernels size through computational learning 

process of proposed method.  

Every patch in training data has been given by initiative 

sigma. Due to the large number of training patches, 

optimization becomes complicated. This can be done using 

binary classifier that uses minimum patches [13]. Few of the 

hyper parameters have been altered to some extent. The 

analysis over sensitivity has been defined by hyper parameters 

for them to be tuned with higher accuracy. 

 

5.2 ALEXNET CNN-MLP (Multilayer Perceptron) based 

feature extraction 

 

A Rectified Linear Unit (ReLU) is employed as the purpose 

for each neuron in the information and mystery levels, 

however a "right away" art piece is used in the final layer. The 

records layer of the underlying MLP has eight neurons and 

treats mathematical/downright facts as a single dimensional 

cluster. The buried layer is made up of four neurons, while the 

last layer is made up of a single neuron. Three convolution 

layers and three pooling layers are also included in the planned 

ALEXNET CNN version (Max Pooling). The previously 

hidden layer is a convolutional layer made of sixteen detail 

maps with a sixty 4-pixel piece length and actuation paintings 

through "ReLu" [14]. Then there may be the pooling layer, it 

truly is described as taking the most excessive properly really 

worth controlled by means of a pool period of (2,2). The next 

pooling layer, it is observed through the initiation work ReLU, 

stays a thick layer that grips 16 neurons. A thicker layer with 

4 neurons emerges as a end result. Two distinct outcomes 

obtained from two different model fashions: one from the 
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MLP model and one from the ALEXNET CNN model. The 

yields are grouped together and analysed as a single set of data. 

To account for the newly revealed unmarried information as 

important statistics, two thick layers, each containing four 

neurons, were implemented. The Keras beneficial API 

modified into used to attach the MLP and ALEXNET CNN 

strategies, because it offers a destiny threat to progress models 

with a confined wide variety of statistics resources and returns. 

By and large, such models consolidate contributions from 

some layers utilizing an additional layer and union a few 

tensors that display the exhaustive graph of the proposed begin 

to finish model. To total, the mathematical/downright facts 

property and the contribution as vector inputs are coded and 

later linked the ones vectors [15]. Eventually, the yield layer 

has one neuron for the 2 instructions and an instantaneous 

enactment functionality to introduce probability-like forecasts 

for each class. 

 

5.3 Feature fusion 

 

This section introduces the GA-based multi-feature fusion 

model. Every feature's significance must be differentiated in 

line with the applications and criteria presented in Figure 4. To 

achieve dynamic weight jobs, a multi-feature fusion model is 

suggested. The multi-feature fusion strategy is depicted in 

Figure 5 as a flow chart. As displayed in Figure 6, weights of 

every feature are randomly initialized and later devise a 

splicing vector alongside these features & their weights 

respectively. Each image has a splicing vector, then these 

weights are divided by the total images. n weight is entirely in 

a splicing vector, and the ultimate accuracy will be immense 

if amalgamated [16]. Crux is then a parameter n optimization 

problem. 

This optimization issue is solved by GA. In entire process 

of making multi-feature fusion approach chief issue remains 

to make splicing vector & fitness function. Later, these two 

points are introduced in detail. Initially, splicing vector is 

constructed, and structure of the same is shown in Figure 5. 

Let vin be the i-th picture's n-th feature vector, and wn the 

weight [17]. The VGG-16 feature vector and, subsequently, 

the characteristic extraction community vector are crucial in 

our method, despite the fact that opportunity function vectors 

are possible due to the want for precision. The weights of 

nugatory vectors can be zero after education, and they'll 

haven't any impact at the very last effects. 

The goal is to maximise the formula below by obtaining w1, 

w2, ..., wn. 

 

𝑎𝑟𝑔𝑚𝑎𝑥 {𝑓[𝑉𝑖=1
𝑘  (𝑤1 . 𝑣𝑖1 , 𝑤2. 𝑣𝑖2 … . , 𝑤𝑛 . 𝑣𝑖𝑛]}  

𝑠. 𝑡. 𝑤1 + 𝑤2 + ⋯ . +𝑤𝑛 = 1 

0 ≤ 𝑤1, 𝑤2 … . 𝑤𝑛 ≤ 1 

(13) 

 

Here, the outcome of vector vi1 and its weight w1 is w1 vi1. 

The splicing vector for the i-th photo is Vi (∗) and the number 

of pictures in the positive and negative databases is k. f (V) is 

the most recently approved precision after splicing feature 

vectors. The next step is to determine the definite values of w1, 

w2, ---- wn in order to maximise f. (V). As illustrated in Eq. 

(13), each of these n weights must fulfil a value between 0 and 

1, with a total of 1. The GA fitness function is then calculated. 

The picture feature's core feature remains that it allows various 

images to be detectable in a limited number of dimensions. In 

Figure 6, different color point sets illustrate feature 

communities of distinct classes. The range of distribution 

centers among each class regulates the complication in the 

classification if the statistics of different groups such as 

variance or dispersion grade are determined. Accuracy of final 

grouping can be translated into Euclidean vector distance 

between groups as shown in Figure 7. 

 
 

Figure 4. ALEXNET CNN-MLP architecture 
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Figure 5. Flowchart of a GA-based multi-feature fusion model 

 

 
 

Figure 6. The structure of weighted splicing vector 

 

 
 

Figure 7. Cluster-based features classification 

 

The common vectors for every elegance are computed, with 

one common vector and n weight parameters for every 

elegance. As a result, f(Vi=1
k ) Eq. (14) could be demonstrated 

as distance d between two points. If a set of weights w1, w2, ..., 

wn is found, the optimum inter, splicing vector can be 

determined. The following is the average inter-class distance: 

 

𝑑𝑖𝑛𝑡𝑒𝑟 = ∑ ∑ 𝑑𝑖𝑠𝑡(𝑁𝑖 , 𝑁𝑗)/2𝑛

𝑛

𝑗=1

𝑛

𝑖=1

 (14) 

 

where, 

 

𝑁𝑖 =
𝐴𝑣𝑔𝑖

√∑ 𝐴𝑣𝑔𝑘
2𝑙𝑒𝑛𝑔𝑡ℎ

𝑘=1

, 𝐴𝑣𝑔𝑖 =
∑ 𝑉𝑖𝑗

𝑘
𝑗=1

𝑘
  

(𝑖 = 1,2,3, … . , 𝑁) 

(15) 

 

where, N suggests the type of training and Avgi denotes the 

not unusual vector of the i-th elegance. V ij stands for the j-th 

splicing vector of the i-th elegance. In Eq. (15), dist(Ni,Nj) is 

the distance among Ni and Nj, and Ni is the normalised vector 

of Avg. The distances among each Ni I = 1, 2, ..., N) are 

calculated, and the commonplace charge of these distances is 

in the long run obtained. The maximum charge of coronary 

heart valve distances may be converted from the most steeply-

priced post-schooling class accuracy. 

Hence, the classification precision function is transformed 

into the splicing vector’s function. Amount of weights in 

splicing vectors probably is enormous. Taking into account the 

precision of every weight, it is difficult to do the direct 

calculation. The core of GA is group search that detects 

optimum solution as per fittest generational evolution’s 

survival principle. Thus, GA is applied towards calculate 

proper values of w1, w2, ..., wn. As the standards from w1 

towards wn are present, arg max(dinter) in Eq. (16) can be 

effortlessly solved. Thus, fitness function is defined as below. 

 

𝑓𝑖𝑡(𝑥)𝑑𝑖𝑛𝑡𝑒𝑟

=
𝑘

√∑ 𝐴𝑣𝑔𝑘
2𝑙𝑒𝑛𝑔𝑡ℎ

𝑘=1

∑ ∑ 𝑑𝑖𝑠𝑡 (∑ 𝑉𝑖𝑎

𝑘

𝑎=1

, ∑ 𝑉𝑗𝑎

𝑘

𝑎=1

)

𝑛

𝑗=1

𝑛

𝑖=1

 (16) 

 

Previously, x was made up of n weights, and every V is 

made up of n weights as well. Finally, in the feature of fusion 

method, the remaining aspects of GA are introduced. 

Initialization, selection, crossover, mutation, and global 

convergence are the five steps of GA. A few parameters are 

determined at the startup step: crossover probability, 

evolutionary generation, group size, mutation probability, and 

termination stage. Generally, enormous crossover probability 

& mutation probability could speed up the fitness curve’s 

convergence alongside oscillation following convergence.  

The 1000 binary integer, composed of 10 numbers, is 

1111101000. Thus, ten digits selected at random between 0 

and 1 can be formulated. Many of these codes are composed 

of a 1 row and n to 10 columns vector. This vector can be 

37



 

divided into nights as a single entity. Then each person's 

fitness value is determined using the equation fitness function 

(7). Fitness results ensure each person's longevity. Roulette 

collection is used to ensure that those with a huge health appeal 

will live with huge possibilities. In order to achieve an 

optimum global solution, elitist filtering is used to keep the 

best person of any age [18]. Two easy stages are crossover and 

mutation. Multi-point crossover is used in our approach. Any 

of their vector elements are transferred to the same location by 

two people. One digit is at some stage reversed in mutation. 

The odds of crossover and mutation during initialization are 

constantly stable. 

Every generation's breeding process results in the mutation 

of one person and the crossover of multiple people, possibly 

resulting in the birth of a new person. Fitness value of every 

individual is calculated, then some old individuals are 

eliminated employing the roulette method. Lasting individuals 

continue reproducing until the convergence of the fitness 

curve. Later, we will have the fittest individuals and will be 

able to gain the best weights from w1 to wn. In the wake of 

applying GA, weights are allocated to each element vector and 

another combination includes vector is made dependent on 

these component vectors and their weights. 

 

5.4 Ensemble classifier 

 

For classification and regression, the ALEXNET CNN 

approach is used. Data points in ALEXNET CNN models are 

categorized into categories representing space and points with 

identical characteristics within the same category. The p-

dimensional vectors in linear ALEXNET CNN are considered 

for the data supplied then are separated thru up to p − 1 planes 

called hyperplanes. These planes are used for grouping and 

regression purposes to partition the space between different 

data classes. The following is a mathematical representation of 

the SVM. Equation of line is outlined as shown in Eq. (17) to 

Eq. (19). 

 

𝑎1 = 𝑎2𝑥 + 𝑏 (17) 

 

In Eq. (1) ‘x’ stands for the line’s slobe and ‘b’ stands for 

intersect, 

 

𝑎1 − 𝑎2𝑥 + 𝑏 = 0 (18) 

 

Let a′ = (a1, a2)T  and z′ = (x, −1) Thus, the above 

equation can be written as 
 

𝑧′. 𝑎′+= 0 (19) 

 

Two-dimensional vectors are used to derive Eq. (20) and Eq. 

(21). The equation above holds true for any number of 

dimensions. The hyper lane equation (Eq. (22) and Eq. (23)) 

remains another name for it. Vector direction a′ = (a1, a2)T is 

mentioned in the form of z’ and explained as Eq. (24) to Eq. 

(26).  

 

𝑧′ =
𝑎1

∥ 𝑎 ∥
+

𝑎2

∥ 𝑎 ∥
 (20) 

 

where, 

 

∥ 𝑎 ∥= √𝑎1
2 + 𝑎2

2 + 𝑎3
2 + ⋯ . 𝑎𝑛

2  (21) 

As we know that 
 

𝑐𝑜𝑠(𝜃1) =
𝑎1

∥ 𝑎 ∥
 𝑎𝑛𝑑 𝑐𝑜𝑠(𝜃2) =

𝑎2

∥ 𝑎 ∥
 (22) 

 

Thus, Eq. (3) could also be composed 

 

𝑧′ = (𝑐𝑜𝑠(𝜃1) , 𝑐𝑜𝑠(𝜃2)) (23) 

 

𝑧′. 𝑎 =∥ 𝑧 ∥∥ 𝑎 ∥ 𝑐𝑜𝑠 (𝜃) (24) 

 

𝜃 = 𝜃1 − 𝜃2 

𝑐𝑜𝑠(𝜃) = cos ( 𝜃1 − 𝜃2) 

= 𝑐𝑜𝑠 (𝜃1)𝑐𝑜𝑠 (𝜃2) + 𝑠𝑖𝑛 (𝜃1)𝑠𝑖𝑛 (𝜃2)  

=
𝑧′1

∥ 𝑧′ ∥

𝑎1

∥ 𝑎 ∥
+

𝑧′2

∥ 𝑧′ ∥

𝑎2

∥ 𝑎 ∥
 

(25) 

 

𝑧′1𝑎1 + 𝑧′2𝑎2

∥ 𝑧′ ∥∥ 𝑎 ∥
, 𝑧′. 𝑎′ = ∑ 𝑧′𝑖𝑎𝑖

𝑛

𝑖=1

 (26) 

 

The dot end result of a pinnacle circumstance is calculated 

as f = y(z a + b) for n-dimensional vectors, with signal (f) > 0 

denoting accurate categorization and sign (f) 0 denoting 

erroneous categorization. F is calculated on a education dataset 

if D is the required dataset shown in Eq. (27) and Eq. (28). 

 

𝑓𝑖 = 𝑦𝑖(𝑧′. 𝑎 + 𝑏) (27) 

 

The following is how we compute a dataset's functional 

margin (F): 

 

𝐹 = 𝑚𝑖𝑛𝑖=1…𝑚𝑓𝑖 (28) 

 

The hyperplane with the largest F will be picked base on the 

contrast between hyperplanes, with F referring to the 

geometric mean of the dataset shown in Eq. (29) and Eq. (30). 

The ideal z and b values for choosing the best hyperplane 

should be identified. The Lagrangian function is found below 

Eq. (31) to Eq. (33). 

 

𝐿(𝑧′, 𝑏, 𝛼) =
1

2
𝑧′. 𝑧′ − ∑ 𝛼𝑖[𝑦: (𝑧′. 𝑎 + 𝑏) − 1]

𝑚

𝑖=1

 (29) 

 

𝛻𝑏𝐿(𝑧′, 𝑏, 𝛼) = − ∑ 𝛼𝑖𝑦𝑖 = 0

𝑚

𝑖=1

 (30) 

 

By using Eq. (5) and Eq. (6),  
 

𝑧′ = ∑ 𝛼𝑖𝑦𝑖𝑎𝑖

𝑚

𝑖=1

 𝑎𝑛𝑑 ∑ 𝛼𝑖𝑦𝑖 = 0

𝑚

𝑖=1

 (31) 

 

After replacement of Lagrangian function L we get 
 

𝑧′(𝛼, 𝑏) = ∑ 𝛼𝑖

𝑚

𝑖=1

−
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑎𝑖𝑎𝑗

𝑚

𝑗=1

𝑚

𝑖=1

 (32) 

 

Thus, 

 

𝑚𝑎𝑥𝛼 ∑ 𝛼𝑖

𝑚

𝑖=1

−
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑎𝑖𝑎𝑗

𝑚

𝑗=1

𝑚

𝑖=1

 (33) 
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In the event that the reality is over the hyperplane, it is 

delegated +1 elegance imply HD located, and on the off threat 

that it is beneath the hyperplane, it's miles referred to as 1 

magnificence imply HD not decided. 

 

5.5 ADA boost 

 

The ADA boost technology is continually taking decisions 

from weight balancing process. So that classification becomes 

simpler through this Machine learning method.  

 

{h(x, ∈ k) k=1, 2, ….} 

in which, 

 {Θk} → identically dispersed independent random 

vectors. 

 

At input x, the most favored class is cast a unit vote by each 

tree. Breiman followed below steps, to produce a single tree in 

ADA Boost.  

(1) From the earliest data, at random sample N cases with 

replacement, where N is # cases in the training set. The 

growing tree’ll have new cases as training set. 

(2) At each node out of the M, at random m variables are 

selected (where, M → input variables and m << M). The node 

is separated at which these m variables are separated at best. 

During growth of the forest, m is kept as constant. 

(3) Without pruning, each tree attains its full growth. 

In the forest, collective trees are brought into through this 

method; The Ntree parameter decides # trees in advance. The 

variable m is also named as mtry or k literally. # instances in 

the leaf node (aka parameter node size) controls the tree’s 

depth and its default value is 1. Aiming to classify a new 

instance, the above steps are followed to the train/built the 

forest and once it's done, each grown tree in the forest, 

undergoes the same run [19]. Votes are recorded for every 

classification done by each tree on the new instance. The new 

instance is classified as the class, which gets the maximum 

votes taking account of all tress. For a provided input variable, 

every tree possesses the right to vote to choose the finest 

classification outcome. The specific process is exhibited in 

Figure 8.  

 

 
 

Figure 8. ADA boost classification 

 

We refer Forest RI generated decision tress as Random 

Forest, here on. Initial instances of about one-third are left out 

for each tree, when an active sample set is taken out by 

sampling with replacement. These instances are termed as 

Out-of-bag (OOB) data. In the forest, each tree’s error is 

estimated from its own OOB data set and named as OOB error 

estimation. In Random forest, the following are: 

(1) PE * = P x,y (mg(X,Y)) < 0 → Generalized error 

(2) mg (X,Y) = avk I(hk (X) = Y) – max j≠Yavk I(hk (X) = 

j)→ refers to margin function 

(3) The margin function is a measure of how much the 

average # of votes for the appropriate class at (X, Y) exceeds 

the average vote for any other class.  

(4) S = E X, Y (mg (X, Y)) → Strength of Random Forest 

(5) PE* ≤ ρ (1 – s 2) / s2 → Upper bound of Generalized 

error where, 𝜌 → mean value of correlation b/w base trees. 

Thus, it implies accuracy of ADA Boost. is in direct 

relationship with diversity and accuracy of the base decision 

trees. 

The Table 1 and Figure 8 analysis the comparison of 

proposed fusion based Deep learning architecture empowered 

with Ensemble classifier merged with presently available 

methods is explained, and it has been analyzed with the 

various existing Deep learning algorithms. The below 

comparison table clearly giving information about past models 

and also shown in Figure 8. 

 

 

6. DATASET DESCRIPTION 
 

Two separate heart disease datasets were used to evaluate 

Cleveland and Hungarian's proposed model. These datasets 

are from the online ML and data mining library at the 

University of California, Irvine (UCI) [14]. These sets of data 

are employed to classify patients with the cardiac disease that 

is achieved by assigning a number to each patient: 1 (present) 

or 0 (absent) (absent). There are 303 cases in the Cleveland 

dataset, each with 76 features. Just 14 and 16 characteristics 

were analyzed in our study to determine the health status of a 

patient. There are 294 cases in the Hungarian dataset, each 

with 14 attributes. Missing values occur in both datasets, 

which are addressed by the suggested filtering method 

described in Dimensionality reduction techniques to remove 

the dataset's null values [20]. For a more detailed examination 

of the proposed process, we merged these sets of data to create 

a single dataset. There are 597 cases in total with 14 attributes 

in the combined dataset. It must be considered that the 

Hungarian and amalgamated datasets each have fourteen 

features, while the dataset of Cleveland only has 16 

components. For a categorical dataset, a deep learning model 

cannot be employed. As a result, categorical data were 

transformed into numeric data prior to the usage of the deep 

learning model shown in Figure 9. 

 

 
 

Figure 9. Comparative results 

 

6.1 Performance evaluation 

 

6.1.1 Accuracy 

It indicates the actual proportion of categorised cases in the 

categorization process. It is established as follows: 
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Accuracyrate =
TruePositive + TrueNegative

TotalInstances
∗ 100 

 

6.1.2 Precision 

This measure is depicted as the true positives’ numbers 

separated by the true positives plus number along with the 

false positives’ numbers. This is used to assess the accuracy 

and quality of heart disease data, as demonstrated below: 

 

Precision =
Truepositive

Truepositive + FalsePositive
 

Table 2 affords a few information of training observations, 

and the classifier's final results has been expected the usage of 

the statistics of education. Sets datasets instances, then 

classifies the times the use of the identical statement, then 

compares the performance of diverse methods such as 

SVM+PCA, ANN Nfuzzy, and F SVM+fuzzy to the cautioned 

DFEC techniques. Performance in Accuracy, AUC, F1-score, 

Precision, and Recall are compared in Table 2. It was 

calculated using the actual and expected values from the 

classes of the aim of confusion matrix, and it is expressed as a 

percentage [21]. 
 

Table 1. Comparative evaluation of proposed architecture with presently available methods in terms of accuracy 
 

Journal Techniques 
Proposed in the 

year 

Outcomes in terms of 

Accuracy (%) 

[11] 
Support vector Deep + principle component analysis (SVM + 

PCA) 
2018 88.24 

[14] Hybrid Deep learning-based diagnostic system 2019 88.47 

[17] 
Artificial Neural Network and Neuro RRS segmentation 

(ANN_NFuzzy) 
2014 87.04 

[18] 
Support vector Deep based cardiac disease risk prediction model 

(SVM) 
2020 89.9 

[10] 
Artificial Neural Network +Fuzzy Analytical hierarchy process 

(ANN_fuzzy) 
2017 91.1 

[12] 

 

Fusion Based Deep learning algorithm (SVM +Fuzzy based 

System) (F_SVM_Fuzzy) 
2020 96.23 

Proposed 

architecture 
Deep learning Fusion based Ensemble classifier (DFEC) 2021 98.11 

 

Table 2. Analysis of performance comparative of proposed architecture alongside existing methods 
 

S.NO Techniques SVM+PCA ANN_fuzzy 
F_SVM+fuzzy 

based 

Proposed DCALEXNET CNN_ALEXNET CNNMLP 

(fusion) 

1 Accuracy 88.24 87.04 96.23 98.29 

2 Precision 87.11 86.8 95.11 97.21 

3 Recall 86.27 84.11 93.21 96.12 

4 F1-score 85.17 83.18 92.11 95.56 

5 AUC 84.21 82.15 91.23 98.32 

 
 

Figure 10. Performance measure estimation 
 

 
 

Figure 11. Accuracy comparison of various existing 

techniques with Proposed_DFEC by applying heart disease 

_UCI dataset 

Figures 10 and 11 depicts the disparity between different 

approaches in terms of accuracy. It is a comparison of existing 

and planned strategies in terms of accuracy for clinical dataset 

S [22]. Proposed DFEC achieves Accuracy through a 

maximum percentage than existing approaches, as indicated in 

the graph above. Whereas, SVM+PCA, ANN_Nfuzzy, 

F_SVM+fuzzy method has ensued in the lamest Performance 

by providing a least of the value of Accuracy of about 88.24%, 

87.04%, 96.23%. Finally, the Proposed_DFEC approach 

executes more proficiently comparing with alternative 

prototypes by obtaining the highest accuracy value of 98.11%. 

 

 
 

Figure 12. Recall comparison of various existing techniques 

with Proposed_DFEC by applying heart disease _UCI dataset 
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Figure 13. AUC comparison of various existing techniques 

with Proposed_DFEC by applying heart disease _UCI dataset 

 

 
 

Figure 14. Precision comparison of various existing 

techniques with Proposed_DFEC by applying heart disease 

_UCI dataset 

 

The discrepancy between different approaches in terms of 

recollection is illustrated in Figure 12. It's a comparison of 

existing and planned approaches for clinical datasets in terms 

of recall [23]. As demonstrated in the graph, the Proposed 

DFEC outperforms existing approaches in terms of Recall by 

a large margin. Whereas, SVM+PCA, ANN_N fuzzy 

technique has ensued in the lamest peADA Boost. rmance by 

providing the least value of Precision of about 86.27%, 84.1%. 

Whereas, F_SVM+fuzzy gradually increase the Recall value 

of about 93.21% than the other existing techniques. Finally, 

the proposed Proposed_DFEC approach executes more 

proficiently comparing with alternative prototypes through 

obtaining the highest Recall value of 96.12%. 

Figure 13 depicts the contrast between different techniques 

in terms of AUC. It's an AUC comparison of existing and 

proposed approaches for clinical datasets [24]. As seen in the 

graph above, the Proposed DFEC obtains a higher AUC than 

existing approaches by a large margin. Whereas, SVM+PCA, 

ANN_Nfuzzy technique has ensued in the lamest Performance 

by providing the least value of Precision of about 84.21%, 

82.15%. F SVM+fuzzy, on the other hand, steadily increases 

the AUC value by roughly 91.23 percent over the other 

available approaches. Finally, the proposed Proposed_DFEC 

approach executes more proficiently comparing with 

alternative prototypes by obtaining the highest AUC value of 

94.32%. 

Figure 14 depicts the comparison between different 

approaches in terms of precision. It's a precision comparison 

of existing and planned approaches for clinical datasets. 

Proposed DFEC delivers Precision with a maximum 

percentage than existing approaches, as demonstrated in the 

above figure. Whereas, SVM+PCA, ANN_Nfuzzy technique 

has ensued in the lamest peADA Boost. rmance by providing 

the least value of Precision of about 87.11%, 86.8%. 

F_SVM+fuzzy on the other hand, steadily increases the AUC 

value to around 95.11 percent, which is higher than the other 

available approaches. Finally, the proposed Proposed_DFEC 

approach executes more proficiently comparing with 

alternative prototypes by obtaining the highest Precision value 

of 97.21%. 

Figure 15 depicts the contrast between different approaches 

in terms of F1-score. It's an F1-score comparison of existing 

and proposed approaches for clinical datasets. As 

demonstrated in the graph above, the Proposed DFEC 

produces a higher F1-score than existing approaches by a large 

margin. Whereas, SVM+PCA, ANN_Nfuzzy technique has 

ensued in the lamest peADA Boost. rmance by providing the 

least value of F1-score of about 85.17%, 83.18%. F 

SVM+fuzzy, on the other hand, gradually increases the F1-

score value by roughly 92.11 percent, compared to the other 

available approaches [25]. Finally, the proposed 

Proposed_DFEC approach executes more proficiently 

comparing with alternative prototypes through obtaining the 

highest F1-score value of 95.56%. 

 

 
 

Figure 15. F1-score comparison of various existing 

techniques with Proposed_DFEC by applying heart disease 

_UCI dataset 

 

 

7. CONCLUSION 

 

This research work is concentrated on prior stage heart 

disease diagnosis in an accurate manner. This prediction 

mechanism is mainly depending on 13 attributes in the 

selected dataset (Kaggle). The Genetic algorithm is 

determining the number of lead alignments in the ultrasound 

image.csv file that helps the feature extraction processes. In 

this contest 13 classes are normalized to 6 attributes, nothing 

but clustering had been done. The images were pre-processed 

and classified through RRF as well as DCAlexNet CNN 

techniques. The MLP function is providing feature fusion with 

text and image datasets. The proposed method is 

differentiating with AdA boost, GA, SVM+PCA, ANN_fuzzy 

and F_SVM+fuzzy methodologies. The proposed DCAlexNet 

CNN MLP method is improved compared to the following 

models. To this feature fusion performance measures like 

accuracy 98.67%, sensitivity 97.45%, Recall 99.34% and F1 

Score 99.34%, these numerical comparison results compete 

with present technology and outperformance application 

robustness.
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Abstract: Software-defined networking (SDN) is a network approach achieved by decoupling of the
control and data planes. The control plane is logically centralized and the data plane is distributed
across the network elements. The real-time network is in need of the incorporation of distributed
controllers to maintain distributed state information of the traffic flows. Software-based solutions aid
distributed SDN controllers to handle fluctuating network traffic and the controller’s configurations
are dynamically programmed in real time. In this study, SDN controllers were programmed with
a stateful firewall application to provide firewall functionalities without the support of committed
hardware. A stateful firewall filtered traffic based on the complete context of incoming packets;
it continuously evaluated the entire context of traffic flows, looking for network entry rather than
specific traffic flows. In addition, a flow-based scheduling module was implemented in the distributed
controllers to improve network scalability. A network cluster was configured with three distributed
controllers and we experimented with three independent network topologies. The performance of
the proposed network model was evaluated by measuring and analyzing metrics such as network
throughput (kbps), delay (ms) and network overhead (pkt/ms) for various combinations of controllers
and topologies. The results of the analysis were determined using the mininet emulator. The findings
of the performance evaluation indicate that the distributed SDN controllers performs better than a
centralized controller. When comparing distributed SDN with two controllers and distributed SDN
with three controllers the overall network throughput is increased by 64%, the delay is decreased by
43% and network overhead is reduced by 39%.

Keywords: software defined network; stateful firewall; SDN; distributed controller; SDN performance
analysis and flow-based scheduling

1. Introduction

Nowadays, a network of devices influences our way of doing business and our way
of living. Computer networks play a major role in everyday activities allowing users and
their devices to connect. Recently, there has been an explosion of business applications
allowing for dynamic collaboration among clients. Each of these businesses is different, but
all rely on some form of a computer network to exchange information and data. More and
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more organizations are deploying information technology and working as part of a virtual
team, giving their employees flexibility. This may mean they are performing complex work
without having to join regular meetings and brainstorming sessions. Virtual teams tend
to create independent groups that operate independently of each other, which creates real
freedom for workers. However, as easy as it may be to work remotely for a business, it is
equally important to create policies that ensure the safety of the whole team. These policies
need to be established well in advance and adhere to all standards and guidelines.

By linking devices, data, and computers, interactions across remote users can be
accomplished through a method known as networking. This makes it easier for users to
share resources and information. To enterprises and individuals, networks are a crucial
factor as they dramatically increase business activities. As internet-connected devices are
growing daily with more and more information being transmitted between devices, it
becomes harder to scale up the current network. Network growth is taking place to satisfy
the demand, with almost all of the efforts going into manually configuring each switch and
router. Many network features are configured throughout network devices in traditional
networking, such as switches, routers, firewalls, and controllers. It becomes difficult to
configure and reconfigure the network devices based on the fixed-set rules to adapt to
varying traffic, errors and other network adjustments. Commonly, vendors implement
and manage control planes in conventional networking systems. This makes the network
equipment dependent on a specific vendor and forces the service provider to manually
configure every piece of network equipment. In addition, network operators may fail to
maintain the high reliability of the network.

Software-defined networking (SDN) is a distinctive network structure that centrally
manages all network equipment to enable adaptive service control, faster time to market,
and full automation of the network stack. The key to an efficient SDN architecture is a
flexible, fault-tolerant infrastructure that can be dynamically reconfigured to meet changing
network demands. Ideally, every virtual switch must have its own local SDN network to
provide a high-level service that is defined at the network device layer and that can be
configured by software. Network systems have traditionally been designed around a dedi-
cated centralized network operating system and clustered control computers that handle
the networking and switching functions. When SDN-enabled switches are used together
with a distributed architecture, centralized management becomes difficult or impossible. To
provide end users with choice, network operators need an integrated, software-based SDN
architecture that can provide this centralized management capability with a high degree of
flexibility. To address this challenge, industry leaders are developing new SDN systems
with a fully open architecture. SDN systems that employ cloud-based SDN orchestration,
or that adopt OpenFlow to perform network functions such as switching, routing, and
security, provide the benefits of a centralized management platform. This level of flexibility
is not possible with network operating systems. The service assurance component within
SDN allows the network to self-optimize and self-regulate its network performance and
quality of service (QoS). SDN also allows for software-defined security (SDS). SDN is
ideal for today’s organizations to reduce the cost and complexity of their networks while
improving efficiency and security, and SDN is particularly attractive for operators as they
move to 4.5G and 5G for advanced services such as IoT and HPC applications.

SDN makes the network directly programmable through the decoupling of the data
and control planes to abstract the network infrastructure for network applications and
services. Throughout the SDN, the configurations are updated centrally or on a particular
controller instead of modifying individual network device configuration for a simple
change in the system. As the data plane is separated from the control plane, the control
plane can dynamically handle multiple devices and instructs the data plane to transmit the
data to a defined destination. Figure 1 shows the architecture of SDN.
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A dynamically managed network that offers flexibility, scalability, and adaptability to
build a cost-effective network is possible with the help of SDN, a developing paradigm.
SDN streamlines network components to enhance network performance and management
for effective network administration. SDN uses OpenFlow (OF) as a communication
protocol to allow the control plane and data plane to communicate with one another.
Southbound interface (SBI) serves as an interface between the controller and the network
component, enabling communication between the two controllers and, among other things,
enabling the controller to modify the networking device’s data plane forwarding tables [1].
Network elements in the same network are synchronized to send and receive update and
discovery messages. The SDN controller functions as a proxy in a distributed setting or
as a control agent for flows in a centralized setting under administrative control. In this
manner, the network management layer, which is often accessible by a network OSS, may
be fronted by the controller [2]. The SDN controller serves as a crucial administrative
interface for the hosts’ software switches and routers in a data center. Since they are in
charge of the associated state for their transient network entities (via the agent), such
as analytics and event notification, SDN controllers offer some management services in
addition to provisioning and discovery.

Based on a global network perspective, the SDN controller determines a forwarding
path for a specific traffic flow and then directs that forwarding path to the flow table of
network elements. The received traffic flows are subsequently forwarded by switches in
accordance with the flow rules established by the SDN controller. The primary function
of a distributed firewall is to obstruct an attacker’s horizontal mobility that is not taken
into account by current stateless SDN firewalls. Network policies can be implemented
concurrently and in a flexible manner thanks to distributed SDN controllers. High network
availability is provided by SDN with distributed controllers, which are made up of a
group of controllers and handle the entire infrastructure. If there are any changes within a
controller domain, the dispersed SDN controllers share the topology information so they
can update their global network status to reflect the changes [3].

The fundamental idea is to develop distributed controllers that would evenly spread
the load throughout the network. In the symmetrical technique, there is no master for the
SDN controllers. Each controller carries out a certain function and interacts directly with a
number of other controllers to configure the network. The number of routing path requests
that can be processed by an SDN controller is limited, which limits network performance.
This problem is addressed by SDN with distributed controllers, which deploys a number of
controllers to jointly operate the network. Network performance will be enhanced by the
presence of many SDN controllers since they may distribute the network load among them.
The ability of the SDN controller to control various flows from switches to destination
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routes is represented by the term scalability. To improve network stability, when one
controller fails, another one will take over [4].

In the centralized architecture, the dependability of SDN controllers can significantly
decline. The status of the packet flow is not retained. Threats present in the SDN data
plane are difficult to identify in the absence of packet status information. Before the advent
of stateful firewalls, firewalls are stateless. Every traffic packet entering the network is
separately inspected by a stateless firewall. Stateless firewall packet filtering does not take
into account the nature of traffic patterns. As a result, this kind of firewall does not examine
network packets or check the status of the connection before validating and allowing a
packet into the network. State-conscious firewalls are now thought to offer improved
network security and traffic control [5]. Figure 2 shows the stateful inspection firewall.
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In stateful inspection firewalls, the state table is kept up-to-date to manage connections
across network applications, and the packet inspection functionality enables some new
traffic flows to intelligently connect to pre-existing connections.

2. Problem Description

SDN has a promising future in networking. SDN is developing as a powerful net-
work management architecture for enterprise networks like datacenters, network service
providers and cloud service providers. SDN tends to play a major role in solving conven-
tional network issues. The network topology is comprised of several integrated routers,
switches and firewalls that cannot be conveniently managed by a centralized hierarchical
controller. SDN is capable of providing reliability, scalability, accessibility, and avoids single
point of failure problems by using a logically centralized controller environment. Firewalls
offer vital security both for information and business processes. Firewalls are software that
track and control the traffic flows in and out of the network, filtered as per pre-configured
filtering rules.

To provide robust security in the SDN framework, stateful inspection is required. The
stateful firewall is responsible for tracking and identifying network traffic states based on
network behaviors and flows, to monitor and secure the network. A major drawback of a
single controller SDN model with stateful inspection is that the controller gathers a massive
amount of state flow information which can transform into a bottleneck for the network.
Therefore, there is a need for flow scheduling in multiple SDN controllers with the stateful
inspection to provide robust security. It makes the distributed stateful firewall as a scalable
and secure network framework.

The major accomplishments of this paper are:

• Stateful inspection firewall application programmed POX (an open-source python-
based SDN controller with OpenFlow interface which can reuse components to dis-
cover the best path in any given topology) is implemented which maintains track of
every packet’s link information.
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• To construct a distributed stateful firewall-enabled SDN controller which monitors the
attacker’s lateral movement in the network and applies flow-based security measures
to avoid the propagation of network attack.

• A flow-based scheduling module is programmed in distributed SDN controllers to
enhance the network scalability by dynamically differentiating the packet flows as
large flow and small flow.

• An experimental SDN environment is built on a mininet emulator which uses a single
command to instantly build a realistic virtual network running genuine kernel, switch,
and application code on a single system (VM, cloud, or native) to setup a network
cluster with three controllers experimented with tree independent topology which has
5, 10 and 15 switches.

• To measure and analyze the performance of the distributed stateful firewall-enabled
SDN utilizing metrics such as network throughput, delay and network overhead.

3. Literature Work

A stateful firewall-enabled SDN controlled network serves as a middlebox. The
controller is designed to provide stability and durability with a failure prediction and
recovery system, and to improve the network performance. In the SDN architecture, the
stateful firewall secures the network by monitoring the links established and maintains track
of the state information [1]. SDN performance is analyzed by examining the network DoS
threats and their impact on network bandwidth, using POX as the controller and mininet as
the emulator by using TCP and UDP as traffic patterns [2]. Several SDN controllers focus
on building a hierarchical adaptive hybrid cluster with flexible load-balancing to request a
large-scale SDN shift [3]. A taxonomy of SDN access models is given as an expansion of
the ONOS controller by expanding the northbound interface [NBI] in SDN architecture.
SDN access model control features are utilized to provide control over distributed network
infrastructure services [4]. FlowGuard is proposed to address SDN datacenter firewall
issues such as uncertain flow route calculation and weak scalability; it provides a solution
for network threats by studying the mechanism of the attack [5].

The FlowKeeper framework is proposed to eliminate security risks in the SDN
data plane by enforcing control over the switch port to minimize the control planeload.
FlowKeeper contributes to constructing a reliable data and stable control plane towards
various attacks [6]. The controller inspects the stateful data plane because the control plane
does not normally monitor the flow state change, which could result in conflicting local flow
states within the switches, and also the variances between the switch and the controller [7].
Deep packet inspection gains the benefits of a programmable stateful SDN to minimize the
processing load in packet filtering. The recommended computational power required by
DPI and the link bandwidth for internal switches and DPI can be lowered collectively [8].
StateSec tracks packets that match source and destination node socket data without using
the controller to identify and counteract DDoS threats dependent on in-switch computing
capability [9]. The survey discusses securing SDN from DDOS attacks by limiting the
controller packet flow rate. To reduce network time-outs and achieve enhanced access
control, identical traffic flows are classified to detect DDoS attack packets [10].

The distributed controller enhances the robustness and flexibility of the control plane
and reduces the effects of network partition problems [11]. A topology-conscious-specific
firewall processing sends just the required firewall setup rules to reduce latency and control
overhead, accounting traffic flows and network topology [12]. This study proposes to
build an OpenFlow-based firewall program over the SDN controller; the flow table rules
are preconfigured to directly manage incoming flows without the support of dedicated
hardware [13]. An extended state machine is utilized in the stateful data plane processing as
a superset to process actions in the OpenFlow table to achieve efficiency and reliability [14].
Many security policies, such as DROP, REDIRECT, QUARANTINE, can be applied by
software applications built in FRESCO scripts to respond to network attacks by simply
setting a parameter for action [15].
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A flow-based distributed firewall model is trialed on an emulated network by de-
signing around the features of OpenFlow, an open SDN standard [16]. Once network
states are modified, FlowGuard examines network flow path fields to identify firewall
protocol breaches and implements automated real-time breach solutions [17]. Using the
Ostinato traffic generator tool, traffic size ranging from 64 bytes to 8950 bytes is created
which is capable of achieving a maximum bandwidth of 9 Gbps [18]. Three major issues in
network administration are allowing rapid updates in network status, ensuring assistance
in a high-level language for network setup, and offering improved access and control over
functions for network monitoring and configuring [19]. The switch extracts one out of every
k packet from every input port for packet sampling. The header encapsulated information
of the packet sample is transferred automatically to a controller repository. The controller
determines the variety of flow statistics from obtained packet samples [20]. With the case
of multiple SDN controllers, network performance can be improved as the controllers can
share the network load. The flat controller model in distributed SDN is perfect for manag-
ing network fault tolerance. Thus, flat and leaderless designs of distributed controllers can
be used to create a stable and reliable network [21].

In order to identify the optimum observation vector of the evolutional state, which
most accurately captures the state change of the evolving social network, OEOA recon-
structs the genetic algorithm influenced by quantum mechanics; to assess state change
degrees and identify abnormal changes to report anomalies SeaDM integrates ESCA and
OEOA [22]. The caching strategy for D2D networks with numerous robot helper-aided
caching moves the robot helpers to the best spots to increase system performance. With the
help of the partitioned adaptive particle swarm optimization algorithm, the best places for
the robot assistants can be discovered [23]. Cobweb-based redundant through-silicon-via
provides a solution for the most common network failure scenarios, that uses a compound
Poisson distribution defect model to fix cluster damage by designing active hardware with
a high repair rate [24]. On two real-world datasets, the efficacy and reliability of ESTNet are
demonstrated by modelling residual networks and stacking successive 3DCon to capture
nonlinear and complex connections [25]. KeyListener is an exploit that uses a smartphone’s
audio hardware to infer keystrokes from touch screens and QWERTY keyboards. To mini-
mize errors in acoustic signal attenuation-based keystroke localization, it monitors finger
motions during inputs using phase change and the Doppler Effect. Security policies are
developed using a context-aware binary tree-based search technique to increase keystroke
correctness [26].

Numerical findings inputs are utilized to analyze the Markovian arrival process (MAP)
applied to a MEC system in order to assess the effects of the offload rate on response per-
formance and energy efficiency, as well as the effects of a VM’s repair and service rates
on availability, latency and energy [27]. In a semi-supervised hybrid learning environ-
ment, hybrid PU-learning-based spammer detection (hPSD) for spammer identification
permits the construction of classifiers. By injecting a variety of positive data to locate the
hidden spammers, it may iteratively detect multi-type spammers [28]. Target monitor-
ing is accomplished by combining the marine integrated communication network system
(MICN system) and UWSNs, which has resulted in higher service levels for a variety of
applications, including data transmission, monitoring, and communication in the maritime
environment [29]. Access control methods, Q-learning-based routing, and related open
risks are addressed by the magnetic induction (MI)-assisted wireless powered subsurface
sensor network (MI-WPUSN), which also addresses major dependability issues [30]. The
challenges of complex cognition, making judgments in a high-dimensional action space,
and self-adapting to system dynamics are discussed in the context of AI-powered MN
design, a deep learning strategy that integrates cognition to make wiser judgments to
ensure QoS and directly links the state of an MN to perceived QoS [31].

The client nodes’ generated flow size is taken into account by the load balancing
algorithm in use. Additionally, flows are categorized according to the dynamic flow size
threshold value. By contrasting the performance of two load balancing algorithms with
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distributed controllers’ architecture, namely the flow-based load balancing algorithm and
the traffic pattern-based load balancing method. The network’s availability, manageability,
and scalability are all improved by a distributed SDN controller, which gets rid of the
drawbacks of a centralized SDN controller design [32]. In the SDN network, stateful
firewall services are set up as VNFs to provide security and increase network scalability.
The responsibility of the SDN controller is to create a set of standards and regulations
to prevent dangerous network connectivity. These techniques cannot provide sufficient
protection against intruder attacks that use multiple socket addresses [33]. hSDN models in
the control and data planes, as well as control plane placement and scalability management
issues. Another field under investigation is linked security and privacy concerns, as well as
current threats and weaknesses. The analysis is then assisted by examining recent security
modules and network security systems, as well as investigating potential risk detection
and mitigation methodologies [34]. The POX controller uses OVS to connect with LRS just
as it would with any other host. The packet forwarder system allows the controller to react
to OpenFlow events like PacketIn and PortStatus by listening. The path finder module
calculates the best routes via the network using the shortest path first algorithm and the
LLDP module [35].

A migration strategy uses a balanced communication overhead and migration over-
head. The reinforcement learning approach is used to create a migration plan that maxi-
mizes cumulative revenue while balancing communication overhead and migration over-
head [36]. A policy-based routing algorithm is used in the network infrastructure to utilize
the free IP addresses in the free IP pool. Due to the small flow table size in the SDN network,
the technique provides optimal use of the available space in the flow table [37]. The most
crucial step in the development of an expert system is knowledge acquisition. Working out
the rule set and the accompanying membership values for such fuzzy system is a challeng-
ing and time-consuming task for the consultants since the potential range of if–then rules
of the fuzzy system will increase exponentially with the rise in the range of input [38]. The
nano-devices can be connected to the Internet due to a software module that transforms
data formats and protocols between regular network domains and nano-network domains.
A prototype of the module is created, and the performance of the suggested algorithm is
assessed using the single tenant and multitenant communication situations [39].

To create a small-size network subgraph, state information from prior optimization
rounds is used. The resultant subgraph is then searched for a more advantageous solu-
tion than the Lagrangian relaxation-based strategy [40]. Implementing information traffic
utilizing optimal course determination and directing in heterogeneous vehicular organiza-
tions using a SDN-assisted approach in cases like a blockage in vehicle ad hoc networks
(VANETs). The practical traffic reproduction model is put forth, and the trials produced
results that improved the standard information flow structure in terms of Round-Trip
Time (RTT) and Packet Delivery Ratio (PDR) [41]. A Network State Base Cusp model
differentiates between unstable and confusable instances. Unstable instances can be found
using a technique called Unstable Instance Detection (UID). The evaluation findings show
that LICENSE can increase the overall detection performance by lowering the number of
unstable instances and increasing the detection precision of unstable instances [42,43]. The
inner mapping combiner (IMapC) assisted in lowering the volume of intermediate results
sent back and forth to the Redis instances by locally aggregating partial outcome within
the network [44].

These sections are divided by subheadings, to provide a concise and precise description
of the experimental results, their interpretation, as well as the experimental conclusions.

4. Proposed Method

In stateless firewall filtering, it is an easy process to spoof or create fake traffic packets
which can go through a network. But stateful inspection offers complete control over
packets that pass through the network as it keeps a record of all links and their state
information. The traffic might consist of a new packet, part of packet with the connection
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being established, linked to the previous packet or falsified packet. Depending on header
field data such as source and destination IP and MAC addresses, port and sequence
numbers, the state of the packet can be managed.

There are three major states in the TCP connections, link establishment, connection
utilization, and link termination. A state table is typically used by the firewall to monitor
the bidirectional connection across hosts and restrict packets which differ from its intended
state. OpenFlow network communication protocol is used to enable distributed controllers
to communicate the data plane elements to manage OpenFlow switches table entries for
forwarding. Three network scenarios are built using tree topology, respectively, with single,
two and three controllers and the number of switches vary as 5, 10 and 15. Scenario 1
has a single centralized stateful firewall-enabled controller to manage varying servers,
hosts and switches. Scenario 2 has two stateful firewall-enabled distributed controllers to
manage varying servers, hosts and switches. Scenario 3 has three stateful firewall-enabled
distributed controllers to manage varying numbers of servers, hosts and switches. As the
number of host machines ranges from four to twelve, number of switches ranges from five
to fifteen and number of servers ranges from two to six.

In all three controller scenarios, the stateful firewall application is logically centralized
on the proposed architecture. The stateful firewall inspects every incoming packet into
the network and drops the packet which fails to pass the stateful firewall filtering rule
and remaining packets are allowed into the network. Whenever there is a change in the
firewall rule and state table information, the update messages are synchronized between
the controllers. The advantages of a stateful firewall-enabled controller environment can
benefit a network with several switches, where each switch will monitor the activities
of directly linked hosts locally. An OpenFlow switch manages a listener module that
maintains a record of stateful connection outcomes. Thus, the local flows are monitored
based on flow rules and can detect fake flows based on three-way handshake connection
information. When flows are monitored based on flow rules, it is noticed that the fake
connection created by client hosts sends SYN packets first and the server sends SYN-ACK
as a reply. Instead of sending ACK as a reply, the attacker client transmits data which leads
to a full TCP connection. In Equation (1) Tf represents the threshold value to detect the fake
connection.

Tf ≤
pkt [ state = +new, n]
pkt [state = +estd, n]

(1)

If the threshold value is exceeded then the event tracker detects and updates the flow
table. Then the connection request packet sent from the attacker client is forwarded to the
controller. When this process happens repeatedly the control plane gets populated with
connection request messages and it leads to an increase in controller load. Thus, to detect
and eliminate such attacks, stateful analysis and inspection is enabled in the controller.

Packets in and out of the FTP and web servers were captured and monitored using the
Wireshark packet sniffing tool. A three-way handshake by TCP traffic was captured in FTP
and web servers during the FTP and web sessions. Fake sessions were created and sent
using an Ostinato Traffic Generator from the client machines. The created duplicate sessions
acted as already established with [SYN = 0; ACK = 1] and stateful inspection detected that
the source port number of the fake session completely differed from the established current
session. The fake traffic created and sent could not be detected while monitoring the FTP
and web servers using the Wireshark tool. The stateful inspection firewall blocked the
duplicate packets by verifying the state table information. POX [45] was configured as a
centralized and distributed controller. The key reason to select POX controller was that it is
a simple lightweight controller which requires minimal hardware resources for installation.
The POX controller can handle one or more diverse applications like firewall and load
balancing centrally.

The response time of the POX controller is less compared to other existing python-
based controllers. The POX controller implemented in an emulated tool is compatible with
a real-time environment, the controller configuration is set up in an emulation tool and
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can be used in real hardware with minimal changes in the code. The mininet emulator
was used to emulate the SDN network and evaluate the performance of the network, File
Transfer Protocol (FTP) traffic and web traffic was generated as network transfer data inside
the emulated network. This work compares and analyzes the network performances of
the three network scenarios. A single centralized stateful firewall-enabled SDN controller
network is compared against distributed stateful firewall-enabled SDN with two and three
controllers.

In the proposed SDN architecture the topologies were implemented and examined
one by one, independently. In the first scenario, the single centralized controller setup was
deployed with topology 1(four hosts, five switches and two servers), topology 2 (eight
hosts, ten switches and four servers) and topology 3 (twelve hosts, fifteen switches and six
servers). In the second scenario, two distributed controllers were deployed with similar
topologies (1, 2 and 3). In the third scenario, three distributed controllers were deployed
with three similar topologies (1, 2 and 3).

4.1. Openflow Protocol

OpenFlow is the most prominent protocol that enables SDN functionality to be inte-
grated into the network of the datacenter.

OpenFlow [46] switches have flow tables that direct traffic across devices on the
data plane. Each OpenFlow switch operates based on its flow table T, where the stateful
inspection firewall can define traffic flow rules as R1 (rule 1) to Rn (rule n).

Each flow rule defined is comprised of rule priority Rp, transport layer protocol
information P, whether it is TCP or UDP or FTP. Header field information H includes
transport header to data layer header, rule action set information As, and flow statistics
information Fs.

Thus, the flow rule R in switches is defined as R = {H, P, As, Rp, Fs}. The flow rule
statistics Fs consists of information about each packet’s flow length L and packet size Sp, Fs
= {L; Sp}. The header field H of the rule table comprises the source and destination physical
address (Sp, Dp), Source IP address and destination IP address (Si, Di), and source and
destination port number (Sp, Dp) and port number of incoming packet’s physical port Ip.
Thus, the header field of a packet can be defined as H = {Sp, Dp; Si, Di; Sp, Dp; Ip}.

4.2. Scenario 1: Centralized Stateful Firewall-Enabled Single Controller SDN

In Scenario 1 a single centralized POX controller which was tested independently
with three different tree topologies. Topology 1 consisted of five switches, among them
two switches were connected to the controller, two servers and four hosts, Topology 2
consisted of 10 switches, among them four switches were connected to the controller, four
servers and eight hosts. Topology 3 consisted of 15 switches, among them six switches
were connected to the controller, six servers and 12 hosts, respectively. All three-network
setups were configured to handle FTP and web traffic flows.

Topology 1 was created with five switches, among them two switches were connected
to the controller, one web server, one FTP server and remaining four hosts were configured
as the client machine to generate and handle FTP and HTTP packets. Topology 2 was
created with two web servers, two FTP servers and the remaining 8 hosts were configured as
the client machine to generate and handle FTP and HTTP packets. Topology 3 was created
with three web servers, three FTP servers and the remaining 12 hosts were configured as
the client machine to generate and handle FTP and HTTP packets. The Ostinato traffic
generator was configured in the client machine to generate web and FTP packets locally.
The Wireshark packet sniffing tool was configured in web and FTP servers to monitor traffic
flows. Openflow switches were used to connect clients and servers by exchanging the
connection information. All three topologies were implemented separately, and the SDN
controllers handled and controlled the traffic of the respective topologies individually. The
Scenario 1 experimental setup was tested with three separate topologies and a summarized
view of the topologies is shown in Figure 3.
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The stateful inspection firewall algorithm was proposed to receive and inspect the
ingress and egress packets and make a decision whether to permit or drop the packet into
the network. The stateful inspection firewall was enabled in POX controller and the steps
in Algorithm 1 are described below

Algorithm 1: Algorithm for centralized stateful packet filtering

Input: R states firewall rule, H states Packet Header, ST states State Table, Sr states server and RT
states Firewall Rule Table
1: Start Network
2: Check Network Connectivity;
3: Set Firewall Rule← rule = R.add (FTP && HTTP = = allow):
4: Receive the packet;
5: Network Self-Test←mac = H.find (mac);
6: If (mac.find( ) = = 0:0:0:0) then;
7: Drop packet;
8: Else
9: Inspect State Table traffic flow← flow = ST.find (flow);
10: If (pckt.find ( ) = = flow) then;
11: pckt.send (Sr);
12: Else
13: Apply Firewall Filtering← rule = RT.match (rule);
14: If (rule.match ( ) = = allow) then;
15: pckt.send (ST);
16: Else
17: Drop packet;
18: Endif
19: Endif
20: Endif
21: END

Steps 1 to 7: Start the POX controller and check the connectivity between OpenFlow
switches and controller. Set a rule on the controller to allow client machines to access FTP
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and Web servers. Initial network sanity test is completed. The traffic flow is allowed into
the stateful firewall filtering procedure when it passes the sanity check or drops the packet.

Steps 8 to 11: State information of the incoming packet is analyzed and the packet is
sent to a particular server if a match is identified in the state table.

Steps 12 to 21: The received packet is subjected to stateful filtering. If a rule match is
found then the packet information is stored on the state table. If not drop the packet.

All the network traffic flows were directed to a centralized SDN controller for stateful
packet inspection and packet state entries were added to the state table. This process can
rapidly overload the centralized SDN controller. If the network link monitoring is activated
on centralized SDN controller the intruder could initiate attack programs which can saturate
and overload the control plane. As a result, a distributed controller environment is required
for datacenter SDN.

4.3. Scenario 2: Distributed Stateful Firewall Enabled SDN with Two Controllers

Figure 4 shows the Scenario 2 experimental setup.
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It was created with two distributed POX controllers which were tested independently
with three different tree topologies. The rest of the experimental setup parameters which
include network topologies, traffic generation and network monitoring were identical to
scenario 1.

4.4. Scenario 3: Distributed Stateful Firewall Enabled SDN with Three Controllers

Figure 5 shows the Scenario 3 experimental setup. It was created with three distributed
POX controllers which were tested independently with three different tree topologies. The
rest of the experimental setup parameters such as network topologies, traffic generation
and network monitoring were identical to scenario 1 and 2.

The distributed stateful firewall inspection algorithm was designed to receive a packet
and keep track of the connection between controllers and OpenFlow switches. Stateful
firewall inspection was enabled in both the controllers to filter malicious traffic into the
network.

Steps 1 to 3: Start all the POX controllers in parallel and check the connectivity between
the distributed controllers and OpenFlow switches and receive the incoming packets and
requests into the network.
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Steps 4 to 8: The incoming packets and their connection status are examined. If the
examined connection is active at that moment the corresponding packet is sent to the state
table module to process and update packet status in the state table.

Steps 9 to 18: The packet is sent to event tracker and subjected to stateful filtering. If
the packet matches the permit rule, the packet information is forwarded to the OpenFlow
table, or else the packet gets dropped.
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Figure 6 shows the flow for Algorithm 2.

Algorithm 2: Design for Distributed Stateful Inspection

Input: OFT states Openflow Table, STM states State Table Module, ST states State Table and ET
states Event Tracker
1: Start
2: Check Network Connectivity;
3: Receive Packet;
4: Examine Openflow Table to trace connection← pkt = OFT.find (pckt);
5: If (pckt.find ( ) = = active) then;
6: pckt.send (STM);
7: Update State Table← pkt = ST.update (pckt);
8: pckt.send (ET);
9: Else
10: pckt.send (ET);
11: Inspect and Validate the Packet← rule = ET.match (rule);
12: If (rule.match ( ) = = allow) then;
13: pckt.send (OFT);
14: Else
15: Drop Packet;
16: Endif
17: Endif
18: END
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A fake packet is generated from a client machine and sent to the web or FTP server
through the controller. The created connection is tracked and sent to the event tracker
module. The event tracker verifies the connection information and finds that the packet
received is fake and drops the packet. The scalability and reliability of the distributed
controller network are better as they share the incoming traffic between them and prevent
a network bottleneck problem. The distributed SDN controllers synchronize with each
other to update changes in the network and are logically centralized to efficiently manage
data plane elements. The controller updates whenever the topology changes, a new
switch is added or an existing switch is removed, a new link is configured or an existing
link is removed or there is a change in network policy. In the distributed controller
environment when a controller detects a new element or removal of an existing element, or
when a controller goes down, a notification message is sent to other controllers instantly.
Hence the controller load is reduced in the distributed stateful firewall, which filters the
duplicate connection much efficiently than a centralized stateful inspection with increased
performance.

4.5. Flow-Based Scheduling Module

The flow-based scheduling module shown in Figure 7 is configured in the stateful
firewall-enabled distributed controller which manages and schedules control flows by
differentiating the traffic pattern as large and small flows and dynamically allocating a path
based on network load information.
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Steps in flow-based scheduling module

1. Network topology discovery: This sub-module is configured in the controller to
acquire link status information between OpenFlow switches and controllers, so that it
can maintain an overall view of the network topology.

2. Network Inspection: is responsible for regular monitoring the connection information
between OpenFlow switches, distributed controllers and link utilization status.

3. Flow detection: classifies the current flows as large flow or small flow by continuous
comparing and analyzing of incoming flows with the pre-configured flow-based
scheduling module. Initially there is no prior knowledge of flows on the flow-based
scheduling module. The flows are classified based on file size distribution across the
network and flow completion time. When a communication is established initially
there will quick exchange of packets which are marked as small flows and an extensive
transmission of data which are marked as large flows. When a flow is identified as
large flow it is sent to a large flow sub-module or the flow is sent to a small flow
sub-module. From there, the paths for respective flows are assigned with a view to
the network link load information.

The paths for large flows and small flows are classified and paths for the respective
flow selected by calculating every probable shortest path with maximum bandwidth. When
all probable shortest paths are found, the best shortest path (Flowsp) is selected as mentioned
in Equation (2).

Flowsp =
[Flowrate + Linkload ]

LinkBandwidth
(2)

Thus, the proposed flow-based scheduling module helps in minimizing overall net-
work response and reduces the overhead of the network to improve network scalability
and performance. The proposed work has both stateful packet inspection and flow-based
scheduling features with distributed controllers. When the flow reaches the controller,
it is filtered and classified to route the packet to its destination. The header field of the
packet is analyzed to record network connectivity details such as IP addresses of source and
destination, port addresses of source and destination, current session details and packet
sequence identifier. By analyzing the incoming packets, the stateful firewall tracks the
traffic and their state table details. If the state table contains no current link information,
then the packet is subjected to stateful packet inspection. When the packet is allowed by the
firewall rule it is permitted in and out of the network and the firewall events are recorded
in the session table. If the packet fails the firewall filtering rule, the respective packet gets



Electronics 2022, 11, 3000 15 of 20

dropped. Thus, a stateful firewall application is designed to block malicious packets by
functioning as an intrusion prevention system.

5. Implementation Results and Discussion

This segment discusses the performance outcome of the proposed method as well as
the descriptions of the network setup in Table 1. The network performance was evaluated
using web and file transfer traffic flows. The stateful inspection firewall application was
programmed to filter the packets in and out of the distributed SDN controller. The incoming
FTP and HTTP traffic packets were subjected to stateful inspection to measure and evaluate
the values of the network throughput, delay, and network overhead. In all the controller
scenarios, the incoming traffic was subjected to the stateful packet filtering rule to eliminate
undesirable flows into the network. Then the permitted traffic was classified based on the
flow type, which led to minimizing the controller-to-traffic load This improved the overall
performance of the network concerning network throughput, delay and network overhead.
The analysis demonstrated that scenario 3 is an ideal SDN model compared to scenarios 1
and 2. All output parameters were calculated through several simulation iterations and the
assessed results are presented as average.

Table 1. Simulation setup.

Hardware and Software Description

CPU Intel core i5-8250U @ 1.60 Ghz

Memory 8 GB RAM

Operating System Windows 10

Virtualization Tool Oracle Virtual Box-5.1

Virtualized OS Ubuntu (64 bit) 14.04

Virtual Machine configuration 512 MB memory, 1 CPU core

Mininet tool version 2.2.1

POX controller version 0.2.0 (carp)

Programming Language version 2.7

Interface Protocol OF 1.0

5.1. Network Throughput

The network throughput value is determined in a network by examining the number
of packets handled by the control plane per seconds. Ipref was used to measure the
throughput of stateful firewall enabled SDN controller using parameters like TCP window
size and Round-Trip Time. Network throughput performance was measured based on a
single centralized POX controller, two distributed POX controllers and three distributed
controllers with three independent topologies. In the centralized controller scenario, there
is one controller which has to take care of firewall application and flow scheduling activities,
which increases the load of the controller and forces the controller to handle more traffic.
As the control and management packets of the controller share the connectivity resource
the incoming flow handling capability of the controller degrades due to excessive and
unexpected load.

Thus, the throughput of the centralized controller is low compared with other two
proposed scenarios. In the distributed controller scenario with two controllers, the stateful
firewall performs stateful packet filtering and flows were classified using the flow-based
scheduling module on both the controllers. Even though the management and control
traffic shared the same links for communication, the distributed controllers shared the
overall traffic load among them evenly. Thus, the network throughput of scenario two is
better compared to scenario one with a single centralized controller. In scenario 3 with
three distributed controllers the overall controller load was distributed evenly among three
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controllers and the network throughput performance was enhanced as the link was readily
available for the packet transfer from source to destination. Figure 8 shows the calculated
difference, in network throughput values. When comparing SDN with two distributed
controllers against a single centralized controller, the network throughput increases by
76% in topology 1, 42% in topology 2 and 53% in topology 3. When comparing the SDN
with three distributed controllers against SDN with two distributed controllers, network
throughput increases by 73% in topology 1, 64% in topology 2 and 55% in topology 3.
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5.2. Network Delay

The network delay is measured by estimating the time taken by the network to
send, process and receive the packet in milliseconds. Average end-to-end delay network
delay performance values were measured based on a single centralized POX controller,
two distributed POX controllers and three distributed controllers with three independent
topologies. As the packet enters the network it is subjected to the stateful firewall filtering
rule and if the packet is allowed into the network a new state information is created and
stored in the state table. Thus, by recording the active connection entries in the state table
the delay of the network is minimized because there is no need for the controller to inspect
the flow until the established connection gets terminated. Then the flow-based scheduling
module helps in the pathfinding process by considering the size of the flow; when a packet
is permitted by the firewall module the flow is analyzed and classified according to its size
to allocate the best path to the destination. The flow-based scheduling network topology
discovery sub-module has a global view of the network and the network inspection has all
the link status information.

Thus, the response time of a controller is minimized and major delay caused by
packet inspection and pathfinding is reduced. The delay of the distributed SDN with
three controllers is very minimal compared to a distributed SDN with two controllers
and centralized controller scenarios because the capability of the controller is improved
to handle a greater number of packet requests. When the network size increases the
distributed controller can control and manage a packet request efficiently as the controllers
synchronize and update topology information whenever there is a change in the network
topology. Figure 9 shows the calculated difference in delay values. When comparing SDN
with two distributed controllers against a single centralized controller, the delay decreases
by 51% in topology 1, 55% in topology 2 and 56% in topology 3. When comparing the SDN
with three distributed controllers against the SDN with two distributed controllers, the
delay decreases by 35% in topology 1, 42% in topology 2 and 53% in topology 3.
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5.3. Network Overhead

The network overhead is estimated by measuring the number of packets or flows
handled by the control plane at a specific time. The unit for measuring network overhead
is packets per millisecond (ppms). Average network overhead performance values were
measured based on a single centralized POX controller, two distributed POX controllers
and three distributed controllers with three independent topologies. Figure 10 shows
the calculated difference in network overhead values. As the controller distributes the
network traffic load between the controllers to minimize the amount of traffic handled by
a controller, it helps the proposed architecture to reduce overall network overhead. The
stateful firewall application initially inspects the incoming traffic header information and
maintains active connection information in the state table. The overall controller overhead
is reduced and there is no need for the controller to verify and validate all the flow requests
of the active connection; as an outcome the controller can process a greater number of
packets in a given time.
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Furthermore, the flow-based scheduling module classifies the flows requests and
helps to reduce the overhead of the controller by providing network status, flow status
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and topology information. The distributed SDN with three controllers performs better
when comparing the distributed controller with two controllers and a single centralized
controller. As the number of controllers increases, the number of packets handled at a
specific time also increases and thus the overhead of the network is reduced in scenario
3 efficiently. When comparing the SDN with two distributed controllers against a single
centralized controller, the overhead decreases by 35% in topology 1, 34% in topology 2 and
37% in topology 3.

When comparing the SDN with three distributed controllers against the SDN with
two distributed controllers, the network overhead decreases by 33% in topology 1, 41%
in topology 2 and 45% in topology 3. The firewall with stateful inspection in distributed
SDN controllers secures and handles the traffic flows effectively to enhance the network
performance. When comparing the overall values of average network throughput, average
delay and average network overhead of a single centralized controller and distributed SDN
with two controllers, the network throughput performance is increased by 57%, the delay
is decreased by 54% and network overhead is reduced by 35%. By comparing a distributed
SDN with two controllers and distributed SDN with three controllers the overall network
throughput is increased by 64%, the delay is decreased by 43% and network overhead is
reduced by 39%.

6. Conclusions

In this work, three stateful firewall-enabled SDN controller scenarios were created
and tested with three independently working topologies. The designed experimental setup
replicated a mini datacenter network managed with a single centralized controller, two
distributed controllers and three distributed controllers, respectively. The network handles
real-time traffic flows like web and FTP. To route the packet to its destination, the flow is
filtered and categorized as it reaches the controller. The packet’s header field is examined
to capture information about network connectivity, including source and destination IP ad-
dresses, port addresses, details of the current session, and a packet sequence identification.
The stateful firewall monitors the traffic and the specifics of the state table by examining the
incoming packets. The firewall events are recorded in the session table when the firewall
rule permits the packet to enter or exit the network. The packet is dropped if it violates a
firewall filtering rule. A flow-based scheduling mechanism minimizes the path selection
process, assures bandwidth for flows and improves scalability. The performance of the
proposed network was assessed by measuring the overall values of network throughput,
delay and network overhead. By comparing the performance outcomes, it was found
that the stateful firewall-enabled distributed controller with three controllers proved to
be a promising SDN network environment. This work can be extended in the future by
increasing network size and implementing a load balancing algorithm over the SDN to
efficiently manage the increasing traffic needs.
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One of the main reasons for accidents among workers is harmful gas leakage. Many people die in chemical industries and their
surrounding areas.  e present invention is responsible for monitoring and controlling hazardous toxic gases like nitrogen
dioxide (NO2), carbon monoxide, ozone (O3), sulfur dioxide (SO2), LPG, hydrocarbon gases, silicones, hydrocarbons, alcohol,
CH4, hexane, benzine, as well as environmental conditions, such as temperature and relative humidity to prevent industrial
accidents. eArduinoUNOR3 board is used as the central microcontroller. It is connected to the Cloud via AQ3 sensor,Minipid
2 HS PID sensor, IR5500 open path infrared gas detector, DHT11 Temperature and Humidity Sensor, MQ3 sensor, and ESP8266
and WIFI Module, which can store real-time sensor data and send alert messages to the industry’s safety control board. Machine
learning and arti�cial intelligence will be used to make an intelligent prediction (AI).  e information gathered will be examined
in real-time.  e real-time data provided through the sensor can be accessed worldwide. Sensor data quality is critical in the
Internet of  ings (IoT) applications because poor data quality renders them useless. Error detection in sensor data improves the
IoT-based toxic gas monitoring, controlling, and prediction system. Live data from sensors or datasets should be analyzed
properly using appropriate techniques. Hence, hybrid hidden Markov and arti�cial intelligence models are applied as an error
detection technique in the sensor dataset.  is technique outperformed the dataset gas sensor array under dynamic gas mixtures
and lived data. Our method outperformed harmful gas monitoring and error detection in sensor datasets compared to other
existing technologies.  e hybrid HMM and ANN fault detection methods performed well on the datasets and produced 0.01%
false positive rate.
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1. Introduction

*e expansion of the chemical industry in India and
around the world has increased the possibility of events
involving hazardous chemicals. *e chemical industry in
India and other parts of the world produces many
products. Chemical mishaps can have fatal consequences
for both humans and the environment. When a hazardous
substance is discharged unrestrained, it threatens public
health and the environment. In conjunction with unin-
tentional or deliberate liveliness, natural circumstances
can proceed in chemical mishaps. Globally, air quality is
deteriorating, and indoor air pollution poses a significant
hazard to human health. *e pollutants in indoor air are
often made up of several volatile organic compounds
(VOCs) that are detrimental to the human body, partic-
ularly those with low molecular weights. Furthermore, in
some cases, more than one type of VOC is present.
*erefore, a device that can detect one or more VOCs
simultaneously would be ideal [1]. It is difficult to monitor
harmful gases in the ambient air, however, the industry
needs to maintain a safe atmosphere. Too much oxygen or
a hazardous gas, such as sulfide, hydrogen, chlorine, or
ammonia, could endanger persons and equipment nearby.
It is critical to have a reliable, accurate, automated, and
continuous toxic gas monitoring, controlling, and pre-
diction system.

On the other hand, finding the proper sensor and
monitoring system for industrial area and the environ-
ment can help automate the gas detection process [2].
*e Bhopal gas tragedy happened in the year of 1984, and
the Visakhapatnam (Vizag) gas leak, as well as a number
of other industrial accidents, occurred at night or when
the plants were about to restart after a period of inactivity
[3]. Sensor fault detection methods were developed to
detect the faults in the sensor dataset [4]. It is vital to
utilize as much data as available while evaluating their
influence by measuring their information quality to
execute the utmost accurate detection of crucial devel-
oping defects. Time series analysis and forecasting ap-
proaches are utilized to evaluate the course of critical
performing defects and estimate future values to discover
them as early as possible [5]. A remote monitoring
terminal detects the site’s environment and gas con-
centrations. Remote sense terminals are used to detect
scene circumstances and gas concentration states. *e
control station manages the main station’s connection to
the network of remote detection terminal information
and sends timely alarm data to your phone via the GSM
module tracking terminal [6]. To identify the presence of
numerous different types of gases in a sample or in the
environment, an IoT-based dangerous gas monitoring
system is designed that will include several sensors and
components, and the fault data detection method is
applied to the sensor dataset to detect the faults that exist
in the real-time sensor dataset.

*is research paper typically contains an introduction, a
literature review, related terminologies, a proposed system,
and results and discussion.

2. Literature Review

Shi et al. [7] developed Gaseous cataluminescence (CTL)
sensor equipment that uses aluminum/iron oxide com-
posites to detect and measure harmful gases, such as ethyl
ether, acetone, hexane, and chloroform. *e output pre-
sented that the CTL sensor equipment could respond to
ethyl ether at temperatures as low as 180°C, significantly less
than most detailed CTL reaction temperatures. *e decision
also revealed that the linear detection extent was extensive,
spanning from 10 ppm to 58 ppm (R� 0.998, n� 7), and that
the detection boundary was low (4.30 ppm). Furthermore,
the CTL sensor had a reaction time of 4 s and a resumption
time of 8 s for ethyl ether detection, which was fairly quick.
*e word error refers to soft faults discovered in sensor
information, typically identified in the framework, just as
missing values, outliers, bias, drifts, and uncertainty, which
should be identified, measured, and eliminated or rectified to
enhance the value of the sensor data. To explore the various
types of sensor data errors that contribute to sensor in-
formation contamination, as well as existing solutions for
detecting and correcting those mistakes that can be
implemented at the layer of the IOT architecture. *is re-
search work considered a limited number of gases. Sun et al.
[8] proposed a system to monitor the harmful gas for the
tunnel. *e dispersion of NOx and CO in the tunnel over
time and space was studied. NOx absorptions were lower
than 2mg/m3 and CO absorptions were lower than 3mg/m3

about 4 minutes after the trains passed the monitoring
stations. *e combinations of CO and NOx in the yang-
bajing1# tunnel, which is 3000 meters above sea level, diesel-
hauled, and has a length of more than 3 kilometers, can meet
the specifications in the code for design on managing the
ventilation of railway tunnels (tb10068 - 2010) during
natural lighting circumstances, as per the outcomes of on-
site selections of hazardous gases. Only CO and NOx were
evaluated in this study.

Takami et al. [9] suggested sensor data analysis with
machine learning. Machine learning can enable advanced
maintenance, such as degradation diagnostics and predictive
maintenance when used for sensor data analysis in industrial
automation. Even though factors that cause mistakes and
influence the sensor data quality are well-understood, it has
easy solutions to data quality issues, including using in-
dustry-level sensors that are more precise, sustainable, and
robust.*ese are not attainable for applications that demand
the formation of huge and dense-based sensor networks, and
so are several IoT applications. *e concept of analyzing the
data of pH sensors using machine learning was considered,
and fault data detection is not included in this paper [9].
Singhaniaet al. [10] suggested dense-based sensor networks.
In horticulture, for instance, sensors must be positioned to
provide heavy coverage and precision via huge and dense-
based sensor networks. Utilizingmany eminently precise but
valuable sensors will surpass the deployment rate. As a
result, uttermost IoT appliance employs low-price sensors,
albeit with the consumption of data quality. Using either
corporation degree or low-price sensors leads to tremendous
time and repair activities because a skilled person must fade
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out into the area to assess and renovate the whole network of
the sensors to support the data. Aside from that, retrans-
mitting data when correct data errors (lacking information)
occur does not perform well in an IoT-based application. It
is because the devices in the network are mechanized by
restricted battery and recollection. It is costly to undermost
the capability and computation power to send back the
missing data over the network, particularly if there is a large
pack of data to retransmit. *e process of retransmission
furthermore causes slow determination, which can point to
defective results. *e presentation of wireless gas observed
on an internet server will allow users to closely monitor the
value of the construction or commercial air environment
from a distance.

Namuduri et al. [11] suggested the deep learning tech-
niques that can be used on the data collected by these
sensors. It is likely that information from electrochemical
and solid-state sensors will be used more frequently for
predictive maintenance. A potential agricultural sensor for
resolving the quality of water is one example. In a typical
predictive maintenance scenario, the inceptive data pro-
duced from the destination sensor would be combined with
information from extra environmental sensors that could
influence the target sensor’s degradation. In the analysis,
only a few variables, such as moisture, temperature, pH,
pressure, and other metals and ions are considered. Zhang
et al. [12] proposed a system to identify potentially harmful
gas combinations in the smart kitchen using a wireless
transmission network software layout. Six commercial MOS
sensors were used in the sensor array, each of which was
cross-sensitive to three different types of dangerous gases. To
apprehend the awareness stages of three dangerous gases,
SVMmodels were trained using features acquired using two
methods. A five-fold cross and validation were employed for
all target gases to assess and examine the precision of various
methods. Compared to the traditional feature extraction
method, the results showed that wavelet time dispersal can
extract features more successfully. *e CO, CH4, and CH2O
models based on wavelet time dispersing characteristics had
a correctness of 98.73 percent, 100 percent, and 97.46
percent, respectively. It gives a realistic popularity technique
and detection stage for multigas sensing applications. *is
paper considered only three numbers of gases. Makiko
Kawada et al. [13] developed a new method to enhance the
correctness of the leakage price computation. *e gas strain
sensor has sufficient features, a determination of 20 Pa, and a
stableness of 0.004%, consistent with the year.*e new set of
rules of the leakage price computation has eliminated in-
tervention because of solar radiation and climate. *is al-
gorithm helped the users find the gas leakage only from gas-
insulated switchgear (GIS).

Chen [14] proposed a fault detection technique simu-
lation entrenched ordinary statistics evaluation in wireless
sensor networks. It has a spatial clustering optimization
method and generally groups to find the facts of float within
the wireless community time window over the clustering
method.It has determined the clustering information to
discern the findings of ordinary community occasions. It is
able to keep the traits of events and facilitate categorize the

odd information occasions *is paper will justify the reli-
ability and predominance of the advanced optimization set
of rules over the simulation era. Experiments demonstrate
that the fault detection fee primarily depends on peculiar
information analysis as excessive as ninety-seven percent,
which is five per cent greater than the usual fault detection
charge. Simultaneously, the comparative fault false detection
value is low and restrained below one percent.*e capability
of this set of rules is around ten percentage greater than that
of the conventional set of rules.*e comparable data include
humidity, temperature, voltage, and light and current values,
and this method was not applied to the dataset, which deals
with different harmful gases.

Tsai et al. [15] proposed a detection system to avoid
irregularity amidst the sensors depending on the machine
getting to know. *e resumption precision relies on the
Bayesian method precision because the recovery method is
standardized with the Bayesian model prediction and sensor
assessment. *e precision of resumption is 95.5% for the
dataset network aquatic microbial observing system. *e
author considered only a few parameters, such as humidity,
temperature, and light. Xu et al. [16] proposed a gas con-
centration prediction set of rules based on a new version.*e
random regression tree and gradient boosting selection tree
regression technique are decided on because of the fact the
base learning devices help the new set of rules to utilize the
output of every base getting to know the tool as an input to
educate a new model to supply a final output via the new
version. *e grid search set of rules is examined to routinely
advance the parameters so that the overall accomplishment
of the complete gadget can extend the ideal values. *e new
version exhibited the first-class prediction impact for eth-
ylene and carbon monoxide with the decency of in-shape
data of up to 0.99 and 0.991. *is model is the appropriate
handiest for predicting carbon monoxide and ethylene.

3. Related Terminologies

An artificial neural network is a basis loosely formed after a
brain’s artificial neural systems. Its major purpose is to help
in modelling techniques from difficult processes, including
pattern realization. ANNs are made of a deep convolutional
network of neurons, termed as a perceptron, in which every
unit gets many original-valued inputs (associated utilizing a
guidance function) and runs them by way of its activation
value (e.g., sigmoid, linear, and reorganized linear unit), and
they provoke an original-valued output. Each particular
input is associated with a weight, which decides the input
data’s participation in the outcome.*e basis for training an
ANN to gain knowledge is to understand the density of the
input rates so that it generates the appropriate output rate.
*ere are numerous methods for achieving this, such as the
perceptron principle for binary classification gradient de-
scent datasets, nonlinear datasets, and back propagation
[11].

A support vector machine is a machine learning-based
technique that seeks a hyperplane in an F-dimensional space
to distinguish and categorize data points. *e characteristics
are derived precisely as parables or through a process known
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as remodeled engineering, which generates new features,
depending on the evidence and its port of independent
values. *e hyperplane is a determination dividing line, in
which information points on one part are about a particular
class and information points on the other side correspond to
the next.*e goal is to identify a hyperplane with the greatest
boundary that is the greatest distance of 2 information
points from various groups. Support vectors are information
scores nearer to the hyperplane and are used to determine
the hyperplane by maximizing the classifier’s margin. *e
determination boundary of the general data is identified for
the intrusion detection system, containing most of the data
in the peculiarity space. *en, new data deviating from the
border are labeled exceptions [12]. As the number of internet
users grows and new technologies arise, such as the Internet
of *ings (IoT concept), new and ongoing methods to
pervade computer systems and networks emerge. Some
organizations are investing more in the investigation to
identify these attacks. By correlating the best value of cor-
rectness, institutions are using clever approaches to test and
verify [17]. Support vector machines are a group of su-
pervised learning techniques for classifying and predicting
multidimensional datasets. *is class of classifiers can
minimize the empirical classification error andmaximize the
geometric margin. A maximum margin classifier is another
name for an SVM [18].

Clustering is an unsupervised fault detection method that
does not necessitate precedent information about the sys-
tematic technique or underlying information distribution. It
comprises several processes, beginning with preprocessing, in
which the fixed-width clustering method segregates and
categorizes the data in the dataset. Each corresponds to a
cluster in the corrected clustering process, and the infor-
mation score is into the interior part before the distance from
the cluster’s center. A new one is formed if no such group
exists, with that piece of data as its center. Following that, the
anomaly identification process classifies each group as
“normal” or “outlier.” *e user must, therefore, decide the
ideal number of clusters or cluster width. It is accomplished
by computing the Euclidean distance amidst two clusters. If a
cluster’s typical intercluster distance is more than one stan-
dard error out of the way from the average cross distance, it is
considered an outlier. *e variables in the outlier groups are
then examined carefully with the help of nearest neighbors
and timestamps to establish whether they are events or true
abnormalities. Harmful gases in the industrial area are de-
tected and shown on display. *e appropriate decisions have
been taken to reduce pollution in the commercial plant and
ensure a healthy job atmosphere for the employees [19].

A Bayesian Network, often called a belief network, is a
problematic graphics method based on Bayesian inference. It
employs a counselled acyclic graph to represent several ele-
ments and their provisional relations. It can be utilized to
estimate the probability values of an unknown point utilizing
data from those other parameters. As per the chain rule of
probability, the joint possibility distribution of the elements a,
b, c, and d is expressed [20]. It also fulfils the local Markov
substance, which expresses that provided its parental values,
each parameter is unrelated to its nondescendants, reducing

the chain rule. *is architecture uses the sensor node idea for
the gas parameter layer. *e attributes and parameters for the
hazardous gases that the gadget assesses are all the same in
principle and customized for each gas (CO and NO2). A “gas
sensor” and a “gas sensor driver” will be included in each
sensor node. *e driver board comprises multiple compo-
nents that enhance and transform the sensor’s output current.
A connector board, external resistor, and low pass filter have
been used to regulate the voltage [21].

Anyhow, the statistical testing of a slop distribution is
essential for the reliable detection of gas leaks [13]. In the gas
leakage detection system [13], based on the filtered data of
diminished gas leak rate, the gas pressure was determined
using the regression analysis. *is method is generally used
to determine the rate of gas leakage. *e GBDT regression
method employs the boosting model, which consists of two
main parts: the core values of the GBDT regression tech-
nique and the decision tree values. Among the frame values
of GBDT, the sampling portion “subsample” and the
learning data “learning rate” are the most important. *e
GBDTregression algorithm takes the biological sample, and
when the sampling proportion equals 1, it uses the learning
rate. In other words, the samples are all sampled, identical to
the nonsampling process. In regression analysis, one ormore
variables are modeled and analyzed to determine the rela-
tionship between the dependent and independent variables.
*e objective of regression analysis is to determine how the
characteristic value of the established variable changes whilst
any impartial variable is varied, at the same time as the other
impartial variables stay regular [22].

Fault data in sensor measurements to infuse NOISE
faults: we take a series of models and inject an arbitrary value
sapped from general distribution to every sample in the
severity of NOISE faults (Table 1). Formedian and high-level
intensity faults, as well as problems with a reasonably long
duration generally, the 1-step ahead forecasting situated
approach is beneficial for identifying concise to intermediate
duration faults. Still, the l-step ahead anticipating positioned
technique is essential [23]. When faults last for an extended
period [4], as expected, methodologies can diminish the
number of false positives and negatives.*e positives are not
true. Detecting errors with two (or more) procedures in
succession can result in more false positives. Outliers and
events are two types of outliers. In natural tracking, sensor
knowledge can vary from predicted rates because of an
unforeseen event or external part of familiar explanations
(outliers). If the faulty specimens do not meet some
established fault techniques, it is adorable that the result has
attended different or are merely extreme values. Contingent
information around the sensors and the phenomenon being
observed, if these data result from an exploring alternative in
this setting.

4. Proposed System

In multilayer artificial neural network, Figure 1 depicts the
system architecture of an automated IOT-based smart
harmful toxic gases and environment monitoring system
that measures the concentration of a certain gas in the air to
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monitor toxic gases and environmental conditions [24].*is
system is designed for stationary gas detection using remote
or local sensors. Depending on the different gases involved
and the size of the work area, one or more types of gas
detectors may be utilized in the same area. Globally, air
quality is deteriorating, and indoor air pollution poses a
severe hazard to the health of humans. Pollutants in indoor
air are often made of a variety of volatile organic compounds
(VOCs) that are generally toxic to humans, particularly
those with low molecular weights [25].

Furthermore, multiple VOCs may be present in some
conditions. Hence, a device that can detect one or more
VOCs simultaneously would be the most advantageous.*is
system combines various types of sensors and technology,
such as the AQ3 gas sensor, Grove gas sensor (MQ3),
DHT11 sensor, MiniPID 2 HS PID sensor, open path in-
frared (OPIR) industrial gas sensors, ESP8266WIFI module,
active buzzer, and so on. Because it has been designed to
operate in a wide range of environments with extreme
conditions, it is highly specific and intended to measure the
gas[26]. *e AQ3 gas sensor functions in various situations
and challenging circumstances. AQ3 gas sensors detect
gases, such as nitrogen dioxide, ozone, carbon monoxide,
and sulfur dioxide (SO2). *ey will, nevertheless, respond to
various gases to some extent, achieving individual tem-
perature and cross-sensitivity adjustment. *e irregularity
detection manner may also easily assess or contain a greater
complex analysis. *erefore, the power signature seize is
coordinated with the chosen IoT operation using the
microcontroller program. *e abnormality detection man-
ner knows which operation is related to the power signature
[27]. *erefore, it no longer wants to perceive the IoT op-
eration from the obtained signature. It simply assesses if the
received power signature is in the ordinary power intake
variety of the comparable IoT operation [28].

*e central detection of anomalies relies mainly on the
spatiotemporal association standard of anticipated data. *e
hypothesis of the anomalous data detection technique is the
feasibility of information failure of all nodes within wireless
sensor networks. *e respective single node within the
wireless sensor network is served by data vi [29]. *e
concerned ai denotes the sensing data node like the re-
spective single node vi. *e respective parameters of the
respective detection accuracy rate and the respective
warning rate are C and so on [19]. *ey will respond to
various gases, achieving individual temperature and cross-
sensitivity adjustment. *e Grove gas sensor module can be
utilized to find gas leaks. It can find benzene, CH4, hexane,
alcohol, LPG, and carbon monoxide. Measurements can be
directed very soon to their high-level sensitivity and quick

Table 1: Comparison of algorithms with used dataset.

Author Algorithm/method Dataset Metrics Purpose

Sharma et al.
[4]

Rule-based (heuristic) methods,
histogram-based method, and
hidden Markov model (HMM)

Berkeley dataset, Great
Duck Island (GDI)
dataset, NAMOS

dataset

Accuracy, false
positive, false

negative

For diagnosing faults, heuristic rules are
developed to detect abnormal sensor
behavior based on sensor correlations.

Anomaly sensor measurements are flagged
as faults by leveraging this information

Chen [19] Centralized anomaly data
detection Real time dataset Fault detection

rate

To enhance the fault detection technique of
correlated irregular information analysis

and abnormal event detection
Tuan Anh
Nguyen [23] Fault-injection algorithms Sensor Scope dataset Fault detection

rate To detect and classify faults in sensor data

Mahmudul
Hasan

Artificial neural network
DS2OS Accuracy,

precision, recall

Identify the attack and detection anomalies
in the internet of objects (IoT)

infrastructure
Support vector machine

Decision tree

Tsai et al. [15]
Automatic threshold selection,

impermanent faults, fault
recovery

Airbox open data, Accuracy, fault
detection rate

Design the architecture of detection system
and prevent anomaly amongst sensors

based on machine learningIntel lab data

1

2

3

4

5

6

7

8

9

1011

Power supply

GND

Figure 1: Hardware components of automated IOT-based smart
harmful toxic gases and environment monitoring system. 1. LCD
display, 2. SIM, 3. DC active buzzer, 4. MiniPID 2 HS PID sensor, 5.
AQ3 sensor, 6. Arduino board, 7. ESP8266 WIFI module, 8. Cloud
server, 9. IR5500 open path infrared gas detector, 10. MQ3 sensor,
and 11. Temperature and humidity sensor.
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reaction time.*e potentiometer can be utilized to revise the
sensitivity value of the sensor [30].

DHT11 is a low-cost digital temperature and humidity
sensor. *e connection to this sensor is made simply to any
microcontroller, such as an Arduino, to compute the value of
humidity and temperature of the environment in real-time
[31]. It can detect humidity levels ranging from 20% to 90%.
It is one of the sensors that belong to the DHT series. Its
purpose is to read the sensor’s humidity and temperature.
*e digital number from which the output of the DHT
sensor must be read is called PIN. Industrial gas sensors with
open path infrared (OPIR) detect hydrocarbon gases, sili-
cones, hydride gases, and halogenated hydrocarbons in vast,
open regions. Because open path infrared gas detectors work
similarly to point infrared gas detectors, with the exception
that their detection path can be extended to more than 100
meters, they can identify big and small gas leaks by mon-
itoring LIL-m and ppm-m ranges [32]. Because the MiniPID
2 HS PID sensor is more sensitive and capable of detecting
trace quantities of VOCs, such as carbon, excluding carbon
dioxide, carbon monoxide, carbonates or metallic carbides,
carbonic acid, and ammonium carbonate, it is employed in
this invention. Because of its straightforward connectivity,
ESP8266 is utilized as an access point (AP Mode) to provide
wireless internet access to any microcontroller-based design
[33].

An active buzzer alarm module for Arduino is an audio
signaling device that is more expensive than a passive buzzer
but easier to manage. Buzzers are frequently utilized for
timers, alarms, and the affirmation of human input, such as a
keystroke or mouse click. *ingSpeak is a cloud-oriented
IoTanalytics platform that enables users to gather, view, and
analyze real-time data streams [34]. Data may be supplied to
*ingSpeak from our devices, and web services can be used
to build rapid representations of live data and deliver
warnings/alerts. To set up *ingSpeak, a user account and a
channel would be created. Install *ing Speak Communi-
cation Library for Arduino and configure with my Channel
Number and my Write API Key variables. Every 20 seconds,
it takes an analogue voltage from pin 0 and publishes it to a
*ingSpeak channel. We utilized *ingSpeak to commu-
nicate several values to *ingSpeak from Arduino. For each
value to send, we used set field (#, value) and *ing Speak.
With the help of *ingSpeak, data can be sent from devices/
sensors to the cloud and stored in either a private or public
channel.

Figure 2 depicts the various types of sensors that con-
tinuously monitor the gases in the environment and transfer
data to a server for storage and future use. While contin-
uously monitoring, an alert will be raised if any gas levels in
the air exceed the normal range. An alert notification will be
sent to the organization’s safety control board, workers’
mobile stations, and the nearest police station alone. If
necessary, it sends the data to the cloud and then plots the
sensor data in the graphical form [35].

As illustrated in Figure 3, it is important to ensure that
the sensor data is in the correct format or structure before
applying anML algorithm [36]. Preprocessing is the term for
this. Denoising and dimensionality reduction are the

examples of preprocessing procedures. Eliminating noise
from a signal is known as denoising to increase the signal
ratio to noise. By obtaining a set of principal variables,
dimensionality reduction reduces the number of random
variables considered. It can be split into two categories:
feature extraction and feature selection. Dimensionality
reduction is lowering the number of independent variables
in a dataset while preserving as much information as pos-
sible. *e data collected/gathered will be analyzed
continuously.

4.1. Error Detection. Multilayer artificial neural networks
(MLANNs) and the hidden Markov model are utilized to
detect mistakes in the sensor dataset. Hidden layers are
found in multilayer artificial neural networks. *ese will, of
course, be utilized for more complex tasks than the per-
ceptron. ANNs with one hidden layer, and it simplifies with
the feed forward back propagation algorithm. Feed-forward
networks are those one can input on the left and reproduce
in advance to have an output. An ANN with 2 sigmoid parts
in the hidden layer is shown below. All of the units’ weights
have been set arbitrarily. It is a multilayer feed-forward ANN
that analyzes a signal’s sliding windows to permit translating
between the past and current values. *e examples are based
on the same real-time-oriented datasets we are using to
assess the occurrence of sensor defects. More information on
these datasets is provided posterior in the substance. In real
datasets, some sensor reading errors were discovered. *ese
examples provide readers with a visual understanding of the
types of defects that can occur in practice and motivation for
the fault model.

*e real-time data that must be included in the sensor
can be obtained from the internet from all over the world,
and the time series sensor data will be included in forecasting
future beliefs and detecting abnormalities, with the variance
being found to be comparable to a specified limit and being
unconnected to the fundamental physical phenomena.*ere
are three types of faults: the first type is a constant fault,
which defines the high number of consecutive samples, and
the sensor reports a consistent value. Compared to “typical”

START

Read Real time sensor data

Threshold
Value

AbnormalNormal

Send to Cloud &
Public

Interrupt/Alarm

Figure 2: Process flow diagram of a Gas monitoring and con-
trolling system.
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sensor readings, the described constant rate is very low or
very high. *e second type is a short fault, which is the
difference between two consecutive data points, with a
significant variation in the actual values. *e third type is
NOISE fault. *e measured value becomes more variable.
NOISE faults, except short faults, influence a single sample
simultaneously with the impact of a series of samples.
SHORT and NOISE faults were first distinguished and
personalized but only for a single dataset to categorize the
three categories previously defined as expressing the “data-
centric” perception of fault classification, i.e., the fault kinds
are expressed in terms of incorrect data characteristics.

Convolutional neural networks (CNNs) can be used to
discover anomalies in this system, which involves using time
series sensor data to predict future values and comparing the
deviation to a predetermined threshold. While it is un-
imaginable to determine the main driver for sensor blames
all the time, a few framework (equipment and program-
ming) flaws have been known to bring about sensor issues.
*e run-of-the-mill equipment has been seen to motivate
sensor issues to incorporate harmed sensors, short-circuited
associations, low battery, and adjustment mistakes. A
learning-based strategy may be more suitable for phe-
nomena that are not spatially. As an illustration, if the se-
quence of “normal” sensed data and the impact of the
sensor’s faults on the described information for a sensor is
well-comprehended, we can develop a framework for the
dimensions observed by that sensor utilizing learning-based
techniques, such as integrated hidden Markov models and
artificial neural networks. Fault detection plays an important
role in identifying permanent (very long-lasting) missing
defects (lack of sensor readings). Long term irregular de-
tection components save the data from real-time irregular
detection components, while the real-time irregular detec-
tion components continue to determine whether each sensor
is malfunctioning. As many parameters must be trained on a
regular basis and because these operations must operate with
enormous amounts of data, they must be batch processing
jobs.

4.2. ;e Types of Faults and ;reshold Selection. *e
threshold is performed by comparing the real measurement
value to the predicted value to determine if the data is er-
roneous. *e threshold can easily influence the accuracy.
False negatives rise if the threshold is set too low, and the
value of a false positive is enhanced if the threshold is set too
high. As a result, the threshold could be carefully chosen to
balance both false negatives and positives. Because the
dataset contains incorrect data and the estimated error may
be disparate during the validation phase, we must first
discard the highest variability estimation error and choose
other maximal estimation errors as the threshold.

(1) Sorting estimation errors in ascending order
(2) Sorting the estimation error sequence into

categories.
(3) Determine the slope of each group.
(4) Determine the difference in slope between the two

groups. *e impermanent fault sensor showing is
periodically good, and sometimes, it is terrible. *is
problem shows up as very high or very low infor-
mation. *e data from the sensor is combined with
noise information. Hence, a noise fault is recognized
if there are no long continuous faults in the sensor’s
log.

Successive error detection is typical in persistent faults.
*us, when a successive error is identified, all we have to do
is identify it as (by observing standard deviation ST) the
following:

(i) Absolute (continuous) faults: compute the standard
deviation of sequential sensor readings, where ST is
zero.

(ii) Bias drift faults: while the ST should be modest, the
bias was introduced as an offset in the output.

(iii) Degradation faults: a defect that constantly changes
and is mostly driven by drift velocity. Analyze the
differences between the measurement and the

Data 
Analysis 

Denoising & 
Dimensionality

Reduction

Sensors / IOT 
devices
Data 

Acquisition

Integrated RNN & CNN

Prediction Result

Figure 3: Stages of data preprocessing, analysis, and prediction.
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predicted value to see if standard deviation has to be
raised.

*e verification of event anomaly detection optimization
techniques falls under the second category. *e offset
reading of fault types precalibration algorithm has been
verified, and the random reading fault types algorithm has
detected. *e experiment mainly validates the algorithm’s
detection accuracy and the common error detection value
for the performance test of the algorithm before calibration.

5. Results and Discussion

If at least one of the methods flags a sample as bad, this
method flags it as problematic. *e goal of this strategy is to
reduce false negatives. It is, however, susceptible to false
positives. *e accuracy and robustness of these procedures
must be assessed. We should ensure no incorrect samples in
the dataset before adding flaws. To achieve this, we used a
real-world dataset, including observations, to introduce the
defects of the sorts into sensor measurements.

Furthermore, because we did not have any field data on
the defects for this dataset, we had to depend on various
visual inspections and feedback that the dataset was fault-
free. *ere are two benefits to using the same strategy. For
starters, inserting flaws into a dataset provides a precise
“ground truth” that can be used to comprehend how well an
identification system performs. Furthermore, we may
control the severity of a fault, allowing us to investigate the
limits of every recognition method’s efficiency and analyze
various methods at low-level fault intensities. Even though
several of the faults we’ve seen in current real-world datasets
are of quite a high-intensity rate, we regard it critical to know
how mistake detection techniques behave over a range of
fault intensities. We also incorporate defects in the training
data to build the hybrid HMM and ANN model. For each
fault, we confer the detection achievements of several ap-
proaches. *e number of errors discovered, false positives,
and negatives are three indicators we use to assess the ef-
fectiveness of various approaches.

*e AQ3 carbon monoxide gas sensor uses 4 electrode
electrochemical technologies. It has a measurement range
of 0 ppmCO to 10 ppmCO. Its maximal overload is 50 ppm
CO without a board and 30 ppm CO with the board.
Constant fault occurs when a sensor produces a constant
rate for several consecutive samples. *e time-series sensor
data will be used to anticipate future values/data and detect
irregularities by comparing deviations to a preset threshold
unrelated to the underlying physical events. As illustrated
in Figure 4, the highlighted data in red color are the injected
data, which is valuable in the training dataset. Our paper
focused on two phases: phase 1 is to detect the toxic gases
from the environment using different types of effective
sensors. *e live data sensor reading is sent to the cloud
through the internet. Phase 2 focuses on monitoring, early
detection, and prediction of toxic gases in the environment.
To improve the early detection and prediction of toxic

gases, it is important to improve the data analysis on the
given dataset. We are using a hybrid model of ANN
&HMM to detect the fault data in sensor reading. We tested
our hybrid model in different ways. *e first way is that we
took 200 sensor reading samples from AQ3 sensor and
injected 100 fault data into the hybrid model of ANN
&HMM. Our model performed well and produced a good
result in detecting the fault data, as shown in Figure 5 and it
was compared with the linear least squares estimation
method and hidden Markov model. We considered the
dataset gas sensor array under dynamic gas mixtures from
which we took sensor readings of 50 carbon monoxide
samples. We injected 20 fault data, and our model pro-
duced good results. *e analyzed data will help improve the
prediction accuracy.

*e defective samples are detected using the ARIMA
one-step and L-step approaches. *e ARIMA (one-step)
method is better suited for identifying SHORT defects than
the ARIMA (L-step) method. *e Hybrid model of ANN
&HMM is compared with the ARIMA one-step model,
which produced a detected percentage of total faulty samples
of 96.7. Assume that the L value is 120. Its false positive rate
is 0.02, which is greater than the false-positive rate of the
proposed method, as shown in Figure 5, and the proposed
method produced 81.2 percentage of faulty samples, which is
less than the ARIMA one-step model. Hence, our model
outperformed well with a good false-positive rate.

*e performance of the hybrid model of ANN &HMM
is compared with that of the ARIMA one-step model. *e
detected percentage of total faulty samples is 76.7, with a
false positive rate of 3.It is greater than the false positive
rate of the proposed method and the ARIMA one-step.
*e proposed method produced 81.2 per cent of the faulty
samples, which is greater than the ARIMA L-step model.
Hence, our model outperformed well, with a good false-
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Figure 4: Comparison of false positive rate of the hybrid HMMand
CNN with the existing method (LLSE).
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positive rate and percentage of total faulty samples de-
tected, as shown in Figure 6. Our proposed model has
increased the 0.10 percentage accuracy compared with the
precalibration algorithm.

*e fault data detection accuracy of the hybrid model
of ANN &HMM proposed in this paper is significantly
higher than that of the precalibration algorithm but lower
than the accuracy of the random reading algorithm. It can
be seen from Figure 7 that the hybrid model of ANN
&HMM is compared with the error rate of existing al-
gorithms. *e algorithm proposed in this paper has low
error rate than both algorithms, such as the precalibration
algorithm and random reading accuracy and a lower error
detection rate when dealing with ANN &HMM, as shown
in Figure 8.

6. Conclusion and Future Scope

As a result of growing industrialization and concerns about
the global impact of air pollution, there is a growing demand
for automated gas monitoring and control systems. *ere
are several flaws in traditional methods for evaluating and
identifying the presence of numerous different types of gases
in a sample. To address this issue, we designed an IoT-based
dangerous gas monitoring system that will employ several
sensors and components, including AQ3 gas sensors, that
can sense a variety of gases: ozone (O3), carbon monoxide
(CO), nitrogen dioxide (NO2), and sulfur dioxide (SO2) are
mostly used for environmental monitoring in the ambient
environment. Our newly proposed IOT-based toxic gas
monitoring system performed well. To improve the accuracy
of the early prediction of toxic gas existing in the envi-
ronment and to reduce the false positive rate of the model,
effective data analysis is mandatory. Hence, we have applied
the hybrid HMM and the ANN method to detect the fault
data, which exist in the sensor dataset.*e hybrid HMM and
ANN fault detectionmethods performed well on the datasets
and produced a 0.01% false positive rate. *e fault data
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detection accuracy of the hybrid model of ANN and HMM
proposed in this paper is significantly higher than that of the
precalibration algorithm. Still, it is lower than the accuracy
of the random reading algorithm. *e proposed system will
be tested on different datasets with different parameters or
features in future work.
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Abstract. One of the effective text categorization methods for learning the large-scale data and the accumulated data is incremental learning.
The major challenge in the incremental learning is improving the accuracy as the text document consists of numerous terms. In this research,
a incremental text categorization method is developed using the proposed Spider Grasshopper Crow Optimization Algorithm based Deep
Belief Neural network (SGrC-based DBN) for providing optimal text categorization results. The proposed text categorization method has
four processes, such as are pre-processing, feature extraction, feature selection, text categorization, and incremental learning. Initially, the
database is pre-processed and fed into vector space model for the extraction of features. Once the features are extracted, the feature selection
is carried out based on mutual information. Then, the text categorization is performed using the proposed SGrC-based DBN method, which is
developed by the integration of the spider monkey optimization (SMO) with the Grasshopper Crow Optimization Algorithm (GCOA) algorithm.
Finally, the incremental text categorization is performed based on the hybrid weight bounding model that includes the SGrC and Range degree
and particularly, the optimal weights of the Range degree model is selected based on SGrC. The experimental result of the proposed text
categorization method is performed by considering the data from the Reuter database and 20 Newsgroups database. The comparative analysis
of the text categorization method is based on the performance metrics, such as precision, recall and accuracy. The proposed SGrC algorithm
obtained a maximum accuracy of 0.9626, maximum precision of 0.9681 and maximum recall of 0.9600, respectively when compared with the
existing incremental text categorization methods.

Keywords: Text categorization, deep belief neural network, incremental learning, hybrid optimization, vector space model

1. Introduction

The rapid growth of the internet has increased the number of documents available online. Nowadays countless
documents are available online, and some of the regular documents include technical reports, newspaper, research
articles, and journal papers, etc. A text cloud [10] is a visualization of word frequency in a given text as a weighted
list. These text documents are more valuable and useful [23]. Effective retrieval methods are required for the
enormous number of documents. One of the active and important areas in information retrieval technology is Text
Classification. The documents are categorized into a predefined categories depending on the contents using Text
Classification [30]. In the Text Classification, the valuable information are extracted from diverge and numerous
online textual documents [9]. TC is a data mining approach that used in the applications, like news monitoring,
spam and legitimate email filtering as well as for searching information that are useful on the web. The main
aim of the Text Classification is the classification of the document into set of category by extracting the valuable
information from unstructured textual resource [2]. The massive information in the text documents made text
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mining a tedious process. The derived linguistic features from the text are used in the process of text mining.
Various algorithms are developed for handling the classification of text and to increase the efficiency [22].

Text categorization helps in the detection of fraudulent documents, filtering the spam mails, analyzing the sen-
timents and for spotting the topics [35]. The text classification is used in the domains, such as email filtering [32],
type of the subject or topic [12], SMS spam filtering [8], personality prediction [18], author identification [5],
sentiment analysis [20] and web page classification [24]. The text document is categorized based on the features
extracted from the documents [21]. Text classification is one of the significant tasks in the supervised Machine
Learning (ML) [6,7]. The most commonly used ML techniques for the classification of the text are Naive Bayes
(NB) [4], associative classification (AC) [11], K-nearest neighbor (KNN), Random Forest (RF) [34], and support
vector machine (SVM) [15]. The intelligence data, which contains a large number of data are enhanced with the In-
cremental learning algorithms. The algorithms employed for the categorization of the text are Neural networks and
Decision trees [19]. For determining the issues from online social media, the Kullback Leibler Distance (KLD)
is used by the incremental text classifier [33]. Enhanced incremental learning performance is provided through
the text classification using the Naive Bayes. Although the solutions from the categorization are quite easier and
effective, the complication lies in the estimation of certain parameters [16].

The vector space is used for designing the documents in the text categorization in which every word is considered
as a feature. The values of the features in the vector space model (VSM) are termed as term frequency-inverse
document frequency (TF-IDF) or word frequency. The addressing of feature space with large dimensionality is the
major issue in text categorization. The classification accuracy is degraded, and the computational time is maximized
due to the large set of features. Thus, the dimensionality of the feature space of text is minimized by the effective
selection and the extraction of the features. The feature extraction is done by converting or integrating the original to
produce new feature set. The minimization of the space dimension is carried out by selecting the most protuberant
feature [25]. The feature selection methods are classified into three types, such as embedded, wrapper, and filters.
Various filter mechanism developed for the text categorization is Chi-square (χ2), Information Gain (IG), and
Document Frequency (DF) [41]. The term dependencies are captured by employing the N-gram language model
that is trained based on the corpus. The Jeffreys-Multi Hypothesis (JMH) divergence is one of the feature selection
methods used for the effective categorization of text [36].

The major intention of this research is to develop a technique for incremental text categorization using the
proposed classifier. Initially, text categorization is initiated using the pre-processing step, which is applied to the
database. Then, the pre-processed data is fed to the VSM for the extraction of the features. Once the features are
extracted, the selection of the features are evaluated based on the mutual information. These features altogether
represent the feature vector and forms as the input to the text categorization model. The text categorization is per-
formed using the proposed Spider Grasshopper Crow Optimization Algorithm-based Deep Belief Neural network
(SGrC-based DBN). The proposed SGrC is developed with the integration of SMO [3] with the GCOA, and the
proposed SGrC algorithm trains the DBN. Finally, the incremental text categorization is performed depending on
the hybrid weight bounding model.

The main contributions of the research are:
Proposed SGrC-based DBN: The proposed SGrC is developed by the integration of the SMO algorithm with

the GCOA, which further boosts the optimization searchability and diversity. The DBN is trained for the incremen-
tal categorization, where the proposed SGrC algorithm optimally tunes the internal model parameters of DBN.

The organization of the research is as follows: Section 1 introduces the text categorization, Section 2 discusses
the text categorization methods, Section 3 explains the Incremental text categorization using proposed SGrC-based
DBN, Section 4 discusses the result of the proposed SGrC-based DBN method, and Section 5 concludes the paper.

2. Motivation

This section explains the existing incremental text categorization methods along with the advantages and the
limitations. Moreover, the challenges faced during the incremental text categorization methods are also discussed.
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2.1. Literature review

The review of the existing works is explained in this section. Ranjan and Prasad [26] developed a hybrid fuzzy
neural network for the classification of text. In this method, the space dimensionality was reduced using the entropy
model. The Back Propagation Lion Neural Network was modified with the fuzzy bounding method in which
the neuron weights were determined with the Lion Algorithm. The classification was performed using the error
estimate without the consideration of old instances. However, the classification efficiency needs to be enhanced. Xu
et al. [40] designed ISVM based on Markov resampling (MR-ISVM). This method explained the influence of the
sampling methods on the ISVM’s learning performance. Although this method had small misclassification rates and
low sampling time, it failed to overcome the multiclass classification problem. Sanghani and Kotecha [28] modelled
an incremental personalized email spam filter for the classification of text. Initially, the discriminating features
were selected by applying the category ratio and frequency difference. Then, the discrimination function was
updated dynamically using the incremental learning model. Finally, the features were obtained using the selection
Rank Weight-based heuristic function. This method reduced the false-positive error and improved the classification
accuracy. However, this method failed to make unique classification decisions for different filters. Park and Kim
[25] developed a hierarchical classification for incremental class learning using the adaptive resonance theory-
supervised predictive mapping (ARTMAP). The input data that are sequentially added and had different classes
were learned incrementally using ARTMAPHC. The class dependency was reflected by adopting prior labels
appending process for the hierarchy level. This method did not consider any particular knowledge domain for
the classification of new data.

Shan et al. [31] developed Learn, an incremental learning method for the classification of text. The text features
were extracted for predicting the text category using the neural network model. The reinforcement learning module
was used for filtering the predictions. Although this method provided text classification on different datasets, it
failed to use RL algorithms for the implementation of the Teacher model. Wohlwend et al. [39] designed a dynamic
classification of text using metric learning. This method prevented the overlapping of label sets by combining the
low-resource training data. However, this method failed to explore the Wasserstein distance and label entailment.
Srivastava et al. [34] designed a machine learning model for the classification of text. The performance of the
classifier was improved using the different aspects, such as term frequency-inverse document frequency (TF-IDF),
latent semantic indexing, and bag of words (BOW) for the selection of features. Although the classifier interface
along with the feature extraction was easy to adapt, it did not had large data types. Jiang et al. [14] developed
a hybrid model that depends on softmax regression for the classification of text. The text classification was done
through the softmax regression, whereas the sparse matrix and high dimensional problems were solved using DBN.
This method avoided the optimization in the indirect route

2.2. Challenges

The challenges of the research are:

• In the study by Srivastava et al. [34], the method did not intend to justify with datasets. The challenge lies in
the understanding the behaviour of machine learning using various types of the classifier.

• The challenge in the MR-ISVM method is solving the multiclass classification problems, concept drift besides
studying the learning performance of the ISVM and MRISVM for the regression based on Markov resampling
and nonlinear prediction models, respectively [40].

• Although the incremental learning model reduced the false-positive error and improved the classification
accuracy, the main challenge lies in solving the multi-class classification problems [28].

• The challenge in the Learn method lies in forming ensemble classifiers that depend on the dataset distribution
for the Student models and using specific RL algorithms for the implementation of the Teacher Model [31].

• The Incremental text categorization-based GCOA method achieved high efficiency and accuracy, but the chal-
lenge lies in the determination of relevant information from a large datasets due to the diversity of the conver-
sational language.
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Fig. 1. Block diagram of the text categorization using proposed SGrC based DBN.

3. Text incremental categorization using proposed SGrC-based deep belief neural networks

This section describes the text categorization method using the proposed SGrC-based DBN. Initially, the redun-
dant and inconsistent words are eliminated from the documents in the pre-processing phase using the stop word
removal and stemming process. The pre-processing process is followed by the feature extraction process in which
the VSM is used for extracting the TF-IDF. Then, the best features are selected from the extracted features for
performing text categorization. The text categorization is done using the proposed SGrC algorithm, which is the
integration of the SMO algorithm [3] into the GCOA. The proposed SGrC algorithm trains the DBN for the cate-
gorization of the text. Finally, the incremental text categorization is done depending on the hybrid weight bounding
model. The SGrC algorithm determines the optimal weights for the Range degree model. Figure 1 shows the block
diagram of the proposed text categorization method using SGrC based DBN.

Let us assume a document B with different attributes as,

B = {Bc,d}; (1 � c � C)(1 � d � D) (1)

where, the data points and the total number of attributes are represented as, C and D. In the database B, the
document with the dth attribute in cth data is denoted as, Bc,d .

3.1. Pre-processing

The redundant words in the text documents are removed by the pre-processing process. There are two main
pre-processing steps, such as Stop word removal and Stemming. The pre-processing phase is done in the input
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document for smoother processing. The text documents that contain the redundant phrases and words are removed
as the text documents with larger sizes are affected by the text categorization process. Thus, it is important to
remove the inconsistent and redundant words through pre-processing.

i) Stop word removal. The words, such as preposition, articles, or pronouns used in the sentence are known as
stop words. Before the data processing, the stop words are filtered out. In this step, the noise in the data is reduced
by eliminating the non-information behavior words. The removal of the stop word enables faster processing and
avoids the large-space accumulation for effective results. In this method, the stop words, like nouns and verbs are
removed from the document.

ii) Stemming. The words are transformed into their stems using the stemming process. The word that has the same
concept is utilized in large documents. The technique of reducing the word to its root word is defined as stemming.
For example, the word ‘agree’ is related to the words, such as agree, disagree and agreeing. The stemming does
not require the suffix list, and in addition, it is easier to use and compact. The words that are non-meaningful from
the roots of the language are eliminated in the stemming method.

3.2. Extraction of features using vector space model for text categorization

This section explains the features extracted from the input document. The complexity for analyzing the document
is reduced if the documents are represented in terms of feature set. Thus, for the effective document verification,
highly relevant features are extracted to obtain the feature vector. In this research, significant feature, such as the
TF-IDF feature is extracted from the documents through the vector space model (VSM) for better categorization
of the text. The text documents are represented as vectors using the VSM [17]. The VSM is the algebraic model
applied for various applications, like filtering the information, retrieving the information, relevant ranking, and
indexing. Thus, the TF-IDF feature extracted from the documents with the help of VSM is explained below:

3.2.1. Computation of the occurrence of words by the extraction of the TF-IDF features
The occurrence of the each and every word in the document is determined by the TF computation, whereas the

words that rarely occur in the document is determined using IDF. The equation formulated from the TF-IDF is
given as,

QR(ST U) = Q(ST ) × R(SU) (2)

where, the rate of occurrence of words in the document is termed as, Q(ST ), the frequency of computation of the
important words that occurs in the document rarely is termed as, R(SU), the total number of words and the total
number of documents is represented as, U and S, where (1 � T � U ). The IDF equation is given as,

R(SU) = log
|U |

1 + |{T ∈ U : S ∈ T }| (3)

3.3. Feature selection for categorizing texts

The information gain is applied for selecting the significant features from the extracted features. The feature
selection process enhanced the classifier performance along with the reduction in the search space dimension. It
also minimized the size of the index.

3.3.1. Selection of relevant features using information gain
One of the popular methods employed in the selection of the relevant features for the categorization of text in

the text document data is the information gain [38]. The information theory is the idea behind the information gain.
The information gain for the term k̃ is given as,

IG(
↔
k ) = −

|C̄|∑
y=1

P(xi) log P(xi) + P(k̂)

|C̄|∑
y=1

P(xi/k̂) log P(xi/k̂) + P(k̄) ×
|C̄|∑
y=1

P(xi/k̄) log P(xi/k̄) (4)
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where, probability of the ith category xi is denoted as, P(xi). The probability of the appearance and the absence of
the term k̂ in the document is given as, P(k̂) and P(k̄), ith category conditional probability for the appearance of
the term k̂ in the document is given as, P(xi/k̂) and ith category conditional probability for the absence of the term
k̃ in the document is given as, P(xi/k̄). Depending on the number of documents, the feature vector is represented
as,

r̂ = [B̂ × ĵ ] (5)

where, the total number of documents and the unique word count are represented as, B̂ and ĵ .

3.4. Proposed SGrC based DBN for the text categorization

This section illustrates the text categorization process using the proposed SGrC-based DBN. The equivalent
class of the query is determined, and the weight of the DBN is updated by the proposed SGrC-based DBN during
the arrival of the new query. The optimal weights are obtained by training the DBN [13] using the proposed
SGrC method, and the DBN provides accurate results. The proposed SGrC is developed by the integration of the
SMO algorithm and the GCOA. The GCOA provides an effective categorization of text as it is obtained by the
combination of the GOA and CSA algorithm. The GOA solves the optimization problems by obtaining the best
solution besides balancing the exploration and exploitation. The drawback of the GOA is the poor convergence
rate. The CSA algorithm provides a better convergence rate. Thus, the GCOA resolves the issues of both the
GOA and CSA by integrating them. On the other hand, the SMO algorithm depends on the social behavior of the
spider monkeys. The distance of the food source is estimated by updating the food source, and the feature score is
determined by updating the location of the local and global leader group members. The proposed SGrC algorithm
provides accurate results by tuning the weights of DBN.

3.4.1. Architecture of DBN classifier
The DBN consists of Restricted Boltzmann Machines (RBMs) layers and Multilayer Perceptrons (MLPs) layers

that are connected with the weights [34]. The RBMs consist of visible layer and hidden layer, whereas the MLPs
consist of the input layer, hidden layer and output layer. Figure 2 shows the architecture of the DBN classifier for
the determination of incremental text categorization.

The features from the database is given as the input to the RBM_1 visible layer which is represented as,

u1 = {
u1

1, u
1
2, . . . , u

1
k, . . . , u

1
m

}; 1 � k � m (6)

where, the mth visible neuron in the RBM_1 layer is represented as, r1
m. The RBM_1 hidden layer is represented

as,

o1 = {
o1

1, o
1
2, . . . , o

1
z, . . . , o

1
n

}; 1 � z � n (7)

where, the zth hidden neuron in the RBM_1 layer is represented as, o1
z and the total hidden neurons are represented

as, n. The weight in the RBM_1 layer is represented as,

χ1 = {
χ1

k,z

}; 1 � k � 12; 1 � z � n (8)

where, the weight within the zth hidden neuron and kth visible neuron is represented as,
χ1

k,z. The output of the RBM_1 is represented as,

o1 = {
o1
z

}; 1 � z � n (9)
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Fig. 2. Architecture of DBN classifier.

where, o1
z = β[a1

z + ∑
k u1

kχ
1
k,z] in which β denotes the activation function and the o1

z is the RBM_1’s output

vector, the bias of the zth hidden neuron is represented as, a1
z . The input to the RBM_2 is the output from the

RBM_1. In the RBM_2, the visible layer is given as,

u2 = {
u2

1, u
2
2, . . . , u

2
n

} = {
o1
z

}; 1 � z � n (10)

In the RBM_2, the hidden layers and the weight vectors are represented as,

o2 = {
o2

1, o
2
2, . . . , o

2
z, . . . , o

2
n

}; 1 � z � n (11)

χ2 = {
χ2

zz

}; 1 � z � n (12)

where, the weight between the zth hidden neuron and zth visible neuron in the RBM_2 is represented as, χ2
zz. The

hidden layer output from the RBM_2 is given as,

o2 = {
o2
z

}; 1 � z � n (13)
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where, o2
z is the output of the zth hidden neuron in RBM_2, which is given as, o2

z = β[a2
z + ∑

k u2
kχ

2
zz]∀u2

k = o1
z .

The MLP layer’s input is represented as,

h = {h1, h2, . . . , hz, . . . , hn} = {
o2
z

}; 1 � z � n (14)

where, the input layer neurons are represented as, n. The above equation is given as the input to the MLP’s hidden
layer. The output of the MLP’s hidden layer is represented as,

w = {w1, w2, . . . , wI , . . . , wU }; 1 � I � V (15)

where, the bias of the oth hidden neuron is given as, no and the number of the hidden neurons in the MLP layer is
given as, M . The output layer of the MLP is given as,

Z = {Z1, Z2, . . . , Ze, . . . , Zf }; 1 � e � f (16)

where, the neurons in the output layer are represented as, f . The two-weight vector in the MLP layer is given as,

χ ′ = {
χ ′

ze

}; 1 � z � n; 1 � e � V (17)

χ ′′ = {
χ ′′

Ie

}; 1 � I � M; 1 � e � f (18)

where, the weight within the hidden layer and the output layer is denoted as, χ ′′, the weight within the eth hidden
neuron and the zth input neuron is represented as, χ ′

ze. The weight between the input layer and the hidden layer is
given as, χ ′. The output from the MLP’s hidden layer is given as,

wo =
[

n∑
z=1

χ ′′
zI ∗ Xz

]
Oe ∀Xz = o2

z (19)

where, the hidden neuron’s bias is given as, Oe. The final output vector of the DBN is given as,

Ze =
V∑

I=1

β ′′
eI ∗ we (20)

The output vector is obtained from the hidden layer’s output and the weight, ω′′. In the above equation, the
weight between the oth output neuron and the Oth hidden neuron is represented as, ω′′′

oO , the hidden layer’s output
is represented as, no.

3.4.2. Training DBN using SGrC algorithm
This section discusses the proposed SGrC algorithm for training the DBN. The SGrC algorithm is developed by

integrating the SMO algorithm in the GCOA algorithm. The optimal text categorization results are provided by the
proposed SGrC-based DBN method. Finally, the incremental text categorization is developed based on the hybrid
weight bounding model that includes the SGrC and Range degree and particularly, SGrC aims at the selection of
the optimal weights for the Range degree model. The algorithmic description of the proposed SGrC algorithm is
as follows:

(a) Initialization. Initially, the weights of the DBN are randomly initialized as,

W = {W1,W2, . . . ,Wl, . . .Wβ}; 1 < l � β (21)

where, the total weights are represented as, β.
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(b) Estimation of error. The output is obtained by applying the selected features, K and weight, W to the DBN.
The sum of the squares of the network’s current output is the output error. The network is trained using the output
label, which is represented as,

Mτ+1 = 1

A

A∑
v=1

[
Fτ

v − Lτ
v

]
(22)

where, total data samples, predicted output and the estimated output at current iteration is represented as, Lτ
v and

Fτ
v .

(c) Weight update using proposed SGrC. The weight is updated based on the proposed SGrC algorithm, and the
equation is derived based on the weights obtained from integrating the GCOA algorithm and the SMO algorithm.
According to the GCOA algorithm derived in the previous work, the weight obtained is denoted as,

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)
+ Wi(τ)

ri × Ji(τ )

[
ri × Ji(τ ) − 1

]
(23)

where, the upper and the lower bound in the gth dimension is given as, Eg and Fg , the decreasing coefficient and
the social forces are denoted as c and s, In the gth dimension, the position of the ith and j th grasshopper is denoted
as, b

g
i and b

g
j . The distance between ith grasshopper and j th grasshopper is given as, gi,j . At the current iteration

τ , position of the crow and flight length of ith dimension is given as, Wi(τ) and Ji(τ ). According to the SMO
algorithm, the weight obtained is given as,

Wi(τ + 1) = Wi(τ) + P(0, 1)
(
H − Wi(τ)

) + P(−1, 1)
(
Wj(τ) − Wi(τ)

)
(24)

Wi(τ + 1) = Wi(τ) + P(0, 1)H − P(0, 1)Wi(τ ) + P(−1, 1)Wj (τ) − P(−1, 1)Wi(τ ) (25)

Wi(τ + 1) = Wi(τ) + (
1 − P(0, 1) − P(−1, 1)

) + P(0, 1)H + P(−1, 1)Wj (τ) (26)

Wi(τ) = Wi(τ + 1) − P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)
(27)

Substituting in Eq. (23), we get

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

+ Wi(τ + 1) − P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(28)

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

+ Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(29)

Wi(τ + 1) = ri × Ji(τ )

ri × Ji(τ ) − 1

Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )

AUTHOR  C
OPY



192 V. Srilakshmi et al. / Incremental text categorization based on hybrid optimization-based deep belief neural network

+ ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(30)

Wi(τ + 1) − Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(31)

Wi(τ + 1)

[
1 − Wi(τ + 1)

1 − P(0, 1) − P(−1, 1)

]

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(32)

Wi(τ + 1)

[
1 − P(0, 1) − P(−1, 1) − 1

1 − P(0, 1) − P(−1, 1)

]

= ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )
(33)

Wi(τ + 1) = −
[

1 − P(0, 1) − P(−1, 1)

P (0, 1) + P(−1, 1)

]

×
{

ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H − P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )

}
(34)

Wi(τ + 1) = P(0, 1) + P(−1, 1) − 1

P(0, 1) + P(−1, 1)
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Algorithm 1 Pseudo code of the proposed SGrC based DBN
Input: K

Output: Best optimal solution
Initialize the number of iterations, population, cmax = 1, cmin = 0.00001
Ŝ = best search agent
while (ĝ < L) ĝ-attractive length scale

Update c using the Eq. (36)
for every search agent

Update the weight using the Eq. (35)
end for
//If the optimal solution is obtained
Update Ŝ

ĝ = ĝ + 1
end while
Return Ŝ

Termination

×
{

ri × Ji(τ )

ri × Ji(τ ) − 1
c

(
N∑

j=1
j �=i

c
Eg − Fg

2
s
(∣∣bg

j − b
g
i

∣∣)bj − bi

gi,j

)

− P(0, 1)H + P(−1, 1)Wj (τ)

1 − P(0, 1) − P(−1, 1)

ri × Ji(τ ) − 1

ri × Ji(τ )

}
(35)

where, ri lies in the range of [0, 1].

c = cmax − τ

(
cmax − cmin

L

)
(36)

where, τ and L are the current and the maximum iteration. cmax = 1 and cmin = 0.00001. The weight that
corresponds to the minimum error value is used for training the DBN as the minimum error describes the best
weight.

(d) Determination of feasible weights. The weights obtained using the proposed SGrC algorithm are updated as
the feasible weight for training the DBN.

(e) Termination. Until the maximum iteration limit, the optimal weights are derived in an iterative manner. Al-
gorithm 1 depicts the pseudo code of proposed SGrC based DBN.

3.5. Hybrid weight bound for the incremental learning

The idea of incremental learning using the hybrid weight bound model keeps away the concept drift and paves
the way for handling the new incoming data. Here, error plays a dominant role, if the error corresponding to the
classified output is large when compared with the target, so that if drift occurs, the classifier model is updated. In
the incremental learning algorithm, the error Mτ+1 is computed followed by the updation of the weight, whenever
a new instance Y τ+1 is added in the network. For the previous instance, if the evaluated error is higher than the
computed error then, the weight is generated using the Eq. (35). If the error evaluated is lower than the computed
error then, the weight is generated using the hybrid weight model. The hybrid weight model comprises of SGrC and
Range degree model. The proposed SGrC chooses the suitable weights for the Range degree model. The weight is
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updated based on the difference between the range degree and the stored weights. The equation for evaluating the
weight is determined by the below equation as,

W(τ + 1) = W(τ) ± G (37)

where, the range degree and the stored weights is denoted as, G and W(τ). The range degree [29] is given as,

G =
√

υ(log 2�
υ

+ 1) − log(
μ
4 )

�
(38)

where, the training samples is denoted as, �, the Vapnik- Chervonenk is (VC) dimension for the function set is
represented as, υ. The capacity of the function set implemented using the learning machine is the VC dimension.
The random number, μ lies in the range of [0,1].

4. Results and discussion

This section describes the result of the proposed SGrC + DBN along with the existing text classification methods
based on accuracy, precision, and recall.

4.1. Experimental setup

The proposed SGrC + DBN method is evaluated in the PC with 2 GB RAM, Window 10 OS, Intel i-3 core
processor using JAVA software.

4.2. Database description

The dataset used in the proposed SGrC + DBN method for the incremental categorization of text is Reuter
database and 20 Newsgroups database.

4.2.1. Newsgroups database
The 20 Newsgroups data set [1] is developed by accumulating the documents from 20,000 newsgroups that are

divided across 20 different newsgroups. The newsgroups represent different topics.

4.2.2. Reuter database
The Reuters-21578 Text Categorization Collection Data Set [27] consists of documents from the Reuters

newswires in 1987 and it is donated by David D. Lewis. The documents are indexed depending on the categories
of text. The dataset has five attributes with 21578 number of instances.

4.3. Evaluation metrics

The evaluation metrics used in the proposed SGrC + DBN method are precision, recall, and accuracy.

4.3.1. Precision
The precision is the nearness of the measurements to the particular value in the text categorization method, and

it is given as,

Precision = tp

tp + fp

(39)

where, the true positive is denoted as, tp and false positive is denoted as, fp.
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4.3.2. Recall
The recall is defined by the total number of actual positives in the proposed SGrC + DBN method, and it is

represented as,

Recall = tp

tp + fn

(40)

where, fn be the false negative.

4.3.3. Accuracy
The accuracy is the measure of the closeness in the text categorization method and is represented as,

Accuracy = tp + tn

tp + tn + fp + fn

(41)

4.4. Comparative analysis

The proposed SGrC + DBN method is compared with the existing methods based on performance metrics, such
as accuracy, precision, and recall using the Reuter database and 20 Newsgroups database.

4.5. Competing methods

The competing methods used for the analysis of the proposed SGrC + DBN are NB [29], KNN [37], SVM [15],
and DBN [13], SGCAV + DBN, GCOA + DBN.

4.5.1. Comparative analysis using 20 newsgroup database
(a) For feature size = 100. Figure 3 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 3(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5400, 0.6200, 0.6600, 0.7354,
0.7441, 0.8103 and 0.9043, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.7708, 0.7948, 0.9000,
0.9200, 0.9375, 0.9408 and 0.9600, respectively.

Figure 3(b) shows the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.6146, 0.6863, 0.6900, 0.6944, 0.7100, 0.7977 and 0.8950, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.7700, 0.8095, 0.8200, 0.9451, 0.9555, 0.9594 and 0.9581, respectively

Figure 3(c) shows the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5400, 0.6200, 0.6600, 0.6900, 0.7100, 0.7394 and 0.8402, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.7700, 0.8200, 0.9000, 0.9375, 0.9450, 0.9521 and 0.9600, respectively.

(b) For feature size = 200. Figure 4 shows the comparative analysis of the text classification methods for feature
size = 200 based on accuracy, precision, and recall. Figure 4(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.7000, 0.7200, 0.7574, 0.7752,
0.8446, 0.8800 and 0.8873, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.7618, 0.7798, 0.9375,
0.9416, 0.9538, 0.9600 and 0.9626, respectively.

AUTHOR  C
OPY



196 V. Srilakshmi et al. / Incremental text categorization based on hybrid optimization-based deep belief neural network

Fig. 3. Analysis of methods for feature size = 100 using (a) Accuracy (b) Precision (c) Recall.

Figure 4(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.7400, 0.7647, 0.7746, 0.7800, 0.8592, 0.9391 and 0.9546, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.7500, 0.7900, 0.9048, 0.9427, 0.9539, 0.9596 and 0.9681, respectively

Figure 4(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.7000, 0.7200, 0.7400, 0.7800, 0.8014, 0.8800 and 0.9434, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.7500, 0.7900, 0.9375, 0.9480, 0.9585, 0.9590 and 0.9600, respectively.

4.5.2. Comparative analysis using reuter database
(a) For feature size = 100. Figure 5 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 5(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5409, 0.6364, 0.6364, 0.9457,
0.9533, 0.9550 and 0.9579, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.5909, 0.5909, 0.6364,
0.9432, 0.9436, 0.9500 and 0.9592, respectively.

AUTHOR  C
OPY



V. Srilakshmi et al. / Incremental text categorization based on hybrid optimization-based deep belief neural network 197

Fig. 4. Analysis of methods for feature size = 200 using (a) Accuracy (b) Precision (c) Recall.

Figure 5(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.4005, 0.5954, 0.6964, 0.6978, 0.7273, 0.7636 and 0.7662, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.6050, 0.6087, 0.7178, 0.7428, 0.7455, 0.7727 and 0.8527, respectively

Figure 5(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5409, 0.6364, 0.6364, 0.7273, 0.7636, 0.9471 and 0.9537, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.5909, 0.5909, 0.6364, 0.7455, 0.7727, 0.9468 and 0.9538, respectively.

(b) For feature size = 200. Figure 6 shows the comparative analysis of the text classification methods for feature
size = 100 based on accuracy, precision, and recall. Figure 6(a) depicts the analysis of the text classification
methods based on accuracy. For chunk size = 2, the accuracy obtained by the existing NB, KNN, SVM, DBN,
SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods are 0.5727, 0.6045, 0.6682, 0.9458,
0.9471, 0.9549 and 0.9580, respectively. The accuracy obtained by the existing NB, KNN, SVM, DBN, SGCAV +
DBN, GCOA + DBN and the proposed SGrC + DBN methods for chunk size = 5 is 0.6364, 0.6818, 0.6818,
0.9452, 0.9472, 0.9496 and 0.9522, respectively.
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Fig. 5. Analysis of methods for feature size = 100 using (a) Accuracy (b) Precision (c) Recall.

Figure 6(b) depicts the analysis of the text classification methods based on precision. The precision obtained by
the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods
for chunk size = 2 is 0.4641, 0.6132, 0.6383, 0.6818, 0.6909, 0.6964 and 0.7532, respectively. For chunk size = 5,
the precision obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed
SGrC + DBN methods are 0.6671, 0.6909, 0.7391, 0.7756, 0.8091, 0.8240 and 0.8571, respectively

Figure 6(c) depicts the analysis of the text classification methods based on recall. For chunk size = 2, the recall
obtained by the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN
methods are 0.5727, 0.6045, 0.6682, 0.6818, 0.6909, 0.9447 and 0.9491, respectively. The recall obtained by the
existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN and the proposed SGrC + DBN methods for
chunk size = 5 is 0.6364, 0.6818, 0.6818, 0.6909, 0.8091, 0.9541 and 0.9581, respectively.

4.6. Comparative discussion

Table 1 shows the comparative discussion of the text categorization method based on accuracy, precision and
recall for the 20 newsgroup databases and Reuter databases. The maximum accuracy obtained by the proposed
SGrC + DBN method is 0.9626, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN
obtained the accuracy of 0.7618, 0.7798, 0.9375, 0.9416, 0.9538, and 0.9600 respectively for the 20 newsgroup
databases. The proposed SGrC + DBN method obtained maximum precision of 0.9681, whereas the existing NB,
KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained the precision of 0.7500, 0.7900, 0.9048, 0.9427,
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Fig. 6. Analysis of methods for feature size = 200 using (a) Accuracy (b) Precision (c) Recall.

0.9539, and 0.9596 respectively for the 20 newsgroup databases. The maximum recall obtained by the proposed
SGrC + DBN method is 0.9600, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN
obtained the precision of 0.7500, 0.7900, 0.9375, 0.9480, 0.9585, and 0.9590 respectively for the 20 newsgroup
databases.

The maximum accuracy obtained by the proposed SGrC + DBN method is 0.9522, whereas the existing NB,
KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained the accuracy of 0.6364, 0.6818, 0.6818, 0.9452,
0.9472, and 0.9496 respectively for the Reuter databases. The proposed SGrC + DBN method obtained maximum
precision of 0.8571, whereas the existing NB, KNN, SVM, DBN, SGCAV + DBN, GCOA + DBN obtained
the precision of 0.6671, 0.6909, 0.7391, 0.7756, 0.8091 and 0.8240 respectively for the Reuter databases. The
maximum recall obtained by the proposed SGrC + DBN method is 0.9581, whereas the existing NB, KNN, SVM,
DBN, SGCAV + DBN, GCOA + DBN obtained the precision of 0.6364, 0.6818, 0.6818, 0.6909, 0.8091, and
0.9541 respectively for the Reuter databases.

The reasons for the best performance of the proposed system are using stop word removal and stemming, VSM,
information gain, and training the DBN using the proposed SGrC algorithm. Here, the redundant words in the
text documents are removed by the stop word removal and stemming method during the pre-processing. Then, the
TF-IDF features are extracted from the documents through the VSM for better categorization of the text. Also,
the information gain is used for the selection of the relevant features for the categorization of text. Moreover, the
proposed SGrC-based DBN offers accurate results for the text categorization. Thus, the proposed method attains
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Table 1

Comparative discussion of the text categorization methods

Database Metric NB KNN SVM DBN SGCAV + DBN GCOA + DBN Proposed
SGrC + DBN

Using 20 newsgroup database Accuracy 0.7618 0.7798 0.9375 0.9416 0.9538 0.9600 0.9626

Precision 0.7500 0.7900 0.9048 0.9427 0.9539 0.9596 0.9681

Recall 0.7500 0.7900 0.9375 0.9480 0.9585 0.9590 0.9600

Using Reuter database Accuracy 0.6364 0.6818 0.6818 0.9452 0.9472 0.9496 0.9522

Precision 0.6671 0.6909 0.7391 0.7756 0.8091 0.8240 0.8571

Recall 0.6364 0.6818 0.6818 0.6909 0.8091 0.9541 0.9581

better performance than the existing methods, such as NB, KNN, SVM, DBN, SGCAV + DBN, and GCOA +
DBN, respectively.

5. Conclusion

In this research, an incremental text categorization method is developed using the proposed classifier. Initially,
the redundant words from the document are removed through the pre-processing step. Then, the features are ex-
tracted from the pre-processed data using VSM. Once the features are extracted, the feature selection is done
depending on the mutual information. These features altogether represent the feature vector and form the input
to the text categorization model. The categorization of the text is done based on the proposed SGrC-based DBN.
The proposed SGrC algorithm is the integration of the SMO algorithm and the GCOA algorithm, which trains the
DBN classifier for the effective categorization of the text. Finally, the incremental text categorization is done using
the hybrid weight bounding model that includes the Range degree and SGrC, and particularly, optimal weights for
the Range degree model are selected using the SGrC algorithm. The experimental result of the proposed text cat-
egorization method is performed by considering the data from the Reuter database and 20 Newsgroups database.
The comparative analysis of the text categorization methods is based on the performance metrics, such as preci-
sion, recall, and accuracy. When compared with the existing incremental text categorization methods, the proposed
SGrC-based DBN obtained a maximum accuracy of 0.9626, maximum precision of 0.9681, and maximum recall
of 0.9600, respectively.

In the future, the proposed system will be further extended for web page classification and email classification.
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Abstract: An ultrasonic filter detects signs of malignant tumors by analysing the
image’s pixel quality fluctuations caused by a liver ailment. Signs of malignant
growth proximity are identified in an ultrasound filter through image pixel quality
variations from a liver’s condition. Those changes are more common in alcoholic
liver conditions than in other etiologies of cirrhosis, suggesting that the cause may
be alcohol instead of liver disease. Existing Two-Dimensional (2D) ultrasound
data sets contain an accuracy rate of 85.9% and a 2D Computed Tomography
(CT) data set of 91.02%. The most recent work on designing a Three-Dimensional
(3D) ultrasound imaging system in or close to real-time is examined. In this arti-
cle, a Deep Learning (DL) model is implemented and modified to fit liver CT seg-
mentation, and a semantic pixel classification of road scenes is recommended. The
architecture is called semantic pixel-wise segmentation and comprises a hierarch-
ical link of encoder-decoder layers. A standard data set was used to test the pro-
posed model for liver CT scans and the tumor accuracy in the training phase. For
the normal class, we obtained 100% precision for chronic cirrhosis hepatitis
(73%), offset cirrhosis (59.26%), and offensive cirrhosis (91.67%) for chronic
hepatitis or cirrhosis (73,0%). The aim is to develop a Computer-Aided Detection
(CAD) screening tool to detect steatosis. The results proved 98.33% exactness,
94.59% sensitivity, and 92.11% case with Convolutional Neural Networks
(CNN) classification. Although the classifier’s performance did not differentiate
so clearly at this level, it was recommended that CNN generally perform better
due to the good relationship between Area under the Receiver Operating Charac-
teristics Curve (AUC) and accuracy.

Keywords: Deep learning; liver tumor; CNN; CT; accuracy

1 Introduction

The primary cause of morbidity and death in developed countries is Chronic Liver Disease (CLD). Viral
hepatitis and alcohol abuse are often responsible for this disease. Several studies have tackled this issue,
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using objective characteristics based on Ultrasound and CT images and the CLD study classification
procedures. The most frequently described features are based on statistics of first place, co-occurrence,
transform wavelets, and the parameters and coefficients for attenuation and back dispersion. A multi-
frequency method extract features using Monogenic Decomposition (MD) [1–5].

Various feature sets described in the literature survey the performance of the proposed algorithm. The
binary and CNN underlying Neural Networks (NN), calculated locally, are used to overlap the Support
Vector Machine (SVM) and Random Forest (RF) classifications with the ultrasound and CT images to
provide local evidence for the disease. This interactive CAD tool is especially helpful in selecting the
Region of Interest (ROI) where the method is sensitive [6–10]. The events of CLDs, such as liver fibrosis
and cirrhosis, characterized by the presence of vascular zed fibrotic septa and regenerator nodules, can be
identified through ultrasound and CT. Medical imaging is an essential factor in the detection and
diagnosis of specific human disorders for most clinical strategies. Various medical imaging methods like
Ultrasound, CT scanning, and Magnetic Resonance Imaging (MRI) have been implemented in X-
radiation (X-ray), showing an image in the 3-D perspective of the body. The CT is the maximum
frequently used transverse imaging procedure for detecting morphologic tumors. We cannot endure
without a solid liver because almost all organs in the human body suffer from it. The two basic types of
hepatic diseases are diffused liver infections and major hepatic diseases [11–15]. Diffuse hepatic
infections affect the whole liver surface, such as fat and cirrhotic liver. If infections affect a small area of
the liver surface, they are known as hepatic diseases.

Medical Images (MI) have unique attributes depending on the objective part of the body and the
suspected diagnostic test. Standard modes used for medical imaging include radiation X-rays, MRI,
Regional Medical Imaging (RMI), Diffusion Tensor Imaging (DTI), and Positron Emission Tomography
(PET). In addition to the considerable time and economic costs involved with the formation of
radiologists, radiologists lack experience, time, and tiredness. The increasing percentage of MI resulting
from an ageing population and more prevalent scanning systems strains radiologists. The authors
suggested Fisher’s Linear Discriminant (FLD) classification framework using 95% accuracy for manual
texture features. The accomplished researchers focus primarily on handmade features [16–20].

Therefore, to improve FLD classification accuracy through ultrasound images, we propose a CNN and
Transfer Learning (TL) based on Critical Discourse Analysis (CDA) frameworks in this study. However,
health imaging remains a challenge when compared with real MI in acquiring the required data for
training the DL models. When profound models of learning are trained using the limited available
medical information, Deep Convolutional Neural Networks (DCNN) tend to overfit, and convergence
problems arise. New transmission learning methods were used in DCNN in medical imaging applications
with smaller data sets to address these problems.

The pretrained CNN models can produce input image features that can then be used to train a new
classification. The trained CNN has used suitable real MI and has implemented the coevolutionary layers
of pretrained CNN into a new CNN framework for the ultrasound video sequence of the fetal abdominal
plane. The author [21–25] has already used CNN and layer fine-tuning to improve performance in the
foetal defence plane with a minor data set. Motivated by the success of transmission, we adhere in this
article to the transfer of learning to a previously-trained CNN level to accurately classify the normal and
fatty images of the liver ultrasound. We offer a framework to resolve the timely problem and provide an
efficient and emotionally supportive clinical choice network. There is a presentation of a CAD method
for dividing LTs.

The proposed strategies include extraction and division of elements based on the division and the Region
of Interest pooling (ROI), Gray Level Classification Matrix (GLRLM), and CNN (Fig. 1). We can then
examine variations from the standard and help indicate solid device-detect fluctuation in Liver Tumor
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(LT) injuries (Fig. 2). Characteristics of images of ultrasound LTare extremely troubling in the preparation of
images. Computers in the clinical field in each section of today’s medicine are currently used for all purposes
[26–30]. In light of the essential importance of the liver to people, LT is considered valid. Two classes of LT
are present: sweet-hearted and harmful. Ultrasound is a great way to show delicate tissue status for
demonstrative clinical purposes. Ultrasound was critical when an elemental LT was separated from other
liver masses.

Digital Imaging and Communications in Medicine (DICOM) images are used for medical imaging. It
stores essential patient information, like the patient’s name, age, sex, etc., and image data [31]. For
example, changing the color map from cells below the cell is impossible to create a graph. However, cells
below the ones creating the plot change the plot. It’s a living object in memory for other backgrounds,
such as Tensorflow, opened in a separate window, and is open-source, scientific, and engineering
software. The Scientific Python (SciPy) library depends on NumPy for the array’s easy and fast N-
dimensional manipulation. The SciPy library is constructed to work with NumPy arrays and delivers
numerical routines that are efficient and easy to use, such as numerical integration and optimization routines.

2 Related Works

Hepato-Cellular Carcinoma (HCC) is one of the most killer cancers global. Current developments in
proteomic methods allow for several large-scale proteomic analysis of markers and insights into HCC
development mechanisms. Modern high-order data mining techniques searching for meaningful and
biologically essential patterns and trends in the proteomic dataset may provide a systematic approach to
relatively large amounts of data in the proteome. Every 1,433 variables were used to build and evaluate
classification models based on the Artificial Neural Network (ANN) and Classification And Regression
Trees (CART) algorithms. Both algorithms successfully divide samples into corresponding high-
sensitivities and specificity phenotypes (ANN: 89.4% and 89.4%; CART: 80.3% and 80.3%), illuminating
the usefulness and potential of genomic and proteomic expression profiling techniques. It was evaluated
with three classifiers, including K-means, Backpropagation Neural Network (BNN), and SVM, using
25 features from First-Order Statistics (FOS), Gray-Level Co-occurrence Matrix (GLCM), Gray-Level
Run-Length Matrix (GLRLM), Grey Level-Dependent Matrix (GLDM), and Laws. Our method improved
the classification accuracy of classification models in identifying LT, hemangioma, and average LT from

Figure 1: 3D Ultra sound and CT liver image

Figure 2: Sample CT liver image datasets
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B mode ultrasound images in a survey of 166 normal liver tissues, 30 hemangiomas, and 60 Malignant
Tumors (MT). It has been proved that fuzzy improvement can be used as an efficient data pre-processing
method in the LT CAD system [32–36].

A method to decrease speckle noise is presented in medical ultrasound images. The adaptive Weighted
Median Filter (WMF) is known and is based on the weighted median, derived by the introduction of weight
coefficients from the well-known median filter. The weight of the filter and, according to local statistics, its
smoothing characteristics around each image point can then be adjusted, allowing the noise to be eliminated
while the edges and other essential features are preserved. Processing has shown that using filters on several
ultrasound scans improves the detection performance of small dimensions and subtle gray-scale changes
without impacting the sharpness or body information of the original image. Since it is a quick robbed
table, the segmentation by seeded region and free of tuning parameters are widely used compared to the
pure median filters. However, an automatic seed generator is necessary for the seeded region, and there is
difficulty in labeling unassembled pixels [37]. This article introduces a new Automatic Seeded Region
Growing and Instance-Based Learning (ASRG-IBL) algorithm that automatically increases seed region
and performs color segmentation and multi-spectral imaging. A seed is generated automatically by
histogram analysis. The graph of each band is investigated to achieve sample pixel values. If the grey
values of an image pixel drop within a sample interval for each group, it is assumed to be a root. After
that, the image segment is covered by our new seed region growing algorithms. This algorithm uses
distance criteria for instance-based learning. Finally, the regions are merged with ownership tables
according to user needs. The algorithm was applied to a percentage of leukaemia MI and generated
positive results. A precise cancer diagnosis is essential for saving human lives. This can put cancer
patients at risk for their lives. From the literature, the ML classifiers of Artificial Intelligence (AI) help
physicians more accurately diagnose cancer. Both of them have shown good cancer classification
accuracy performance [38].

This research study compares RF and SVM classification performances on four different data sets for
cancer. These data are based on the state of the organs in breast cancer and LT, commonly known as
prostate cancer and ovarian cancer; they are gene expression data. The proposed methods classify the
data sets with benign and malignant tumors. This research has proven that the SVM classification can
perform better than the CNN classification in LT data classification. Throughout all the research findings,
diagnostic accuracy for various ultrasound approaches was defined. In the 21 studies included, there were
48 diagnostic accuracy reports for particular ultrasound techniques. 30 different ultrasonic techniques
have been reported. Multiple reports were made on 7 techniques [39–42].

3 Proposed Work

3.1 Assumption of Test Data

CT Liver image sequences have been attained from Medall scans, Radiography Department, Tirunelveli
(Fig. 3). An ultrasound liver Image is collected in the Liver Dataset Source file (Fig. 4).

3.2 Proposed Model for Image Preprocessing

When processing signals, the alternative to a clamor decrease in a photo or sign is routinely appealing.
Such a decline in clamor is an average pre-process, which dares to improve later processing effects. The
information image is preprocessed using the central channel, the most popular method for emptying salt
and pepper. The center channel is an electronic isolation methodology that is used to remove turmoil
from time to time. Median insulation is used a lot in advanced image processing because it keeps the
edges while removing the bumps (Fig. 5).
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Figure 3: Dataset collections of ultrasound liver images
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Consider a color MI ‘I’ in the RGB color space; then, Eq. (1)

IR P;Qð ÞI P;Qð Þ ¼ IG P;Qð Þ½ � (1)

where I(P, Q) is the pixel vector at (P, Q) in shading image ‘I’ (Tab. 1). The median filter is implement to
every portion of the shaded image as follows: Eq. (2)

Figure 4: Data flow of image processing
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Figure 5: Analysis of median value liver DICOM data set
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I PR;QRð Þ ¼ medR I P;Qð Þ=P;Q 2 Wf g
I PG;QGð Þ ¼ medG I P;Qð Þ=P;Q 2 Wf g
I PB;QBð Þ ¼ medB I P;Qð Þ=P;Q 2 Wf gI PB;QB

� � ¼ medB I P;Qð Þ=P;Q 2 Wf g
(2)

I(xb,yb) exemplifies the longitude and latitude of the median values for each color model, where ‘w’ is an
odd-sized window. Eq. (3) can be done by adding the three vectors to form a median matrix ‘m’ (Fig. 6).

M ¼ I PR;QRð Þ; I PG;QGð Þ; I PB;QBð Þ (3)

This work considers factors such as Normal Image (NI), Decompensated Cirrhosis (DC), Hepatitis B
Circumcision (HBC), Compensated Cirrhosis (CC), and Chronic Hepatitis (CH). The images are
gradually assembled as data snippets in award crisis facilities; each image accumulates 8 bits target and
720 × 960 pixels, respectively (Figs. 7 and 8). There are 177 realistic images taken from 36 patients in
the database. The patient was referred to as an aid for using the images in the creative work of final
procedures. Two doctors collected realistic images of the reverberation as common liver and steatosis.
Intrigue locations (ROI) were removed from each image by 50 pixels. All areas containing vessels and
old-fashioned rarities were dismissed as far as possible. Some ROI for steatotic fluids and a few for
ordinary levers were included in the educational collection.

Table 1: Summay of the median value of liver DICOM data

Dataset Stages Test Samples

CT Ultrasound

Liver DICOM Data’s NI 25 30

CC 60 55

CH 30 23

HBC 45 48

DC 80 65

Figure 6: Input of CT image
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3.3 Filter Techniques

Usually, MI is used for the testing of the disease. The underlying phase of the examination is preprocessing.
The CTand ultrasound image is prepared to smooth and decrease the upheaval without obliterating the enormous
features of the CT Ultrasound liver images. We use progressively effective and more straightforward technology
to improve the characteristics that highlight certain features of CT Ultrasound images. The filtering methodology
is generally used for image preprocessing. The work proposed is linked to a few phases: (a) median filter
denouncement, (b) CT image resize, and (c) worldwide differentiation estimate dynamic thresholding.

4 Result and Discussion

4.1 Liver Ultrasound and CT 3D Image Classification

We confirmed, as previously suggested that patients with CC and DC have significant survival differences and
different predictors of death in an era in which different therapies are recommended for patients with compensated
and decompensated cirrhosis. We also confirm that those with varicose veins (STAGE 2) have significantly less
survival in the group of patients with cc than those without varicose veins (STAGE 1). This confirms patients
with compensated cirrhosis sub-stratification and proposes that patients should stratify patients with compensated
cirrhosis by the presence or absence of variance. This may be due to recent advances in variegate haemorrhage
therapy, which have resulted in better survival, while ascites therapies did not improve survival considerably. In
children, mortality has been proven zero in recent randomised trials to treat varicella hemorrhage. Our survival
rate aligns with the Danish cohort study in patients with various haemorrhages and ascites.

Figure 8: Compensated cirrhosis

Figure 7: Noisy image
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Chronic hepatitis is a clinical and pathological syndrome without a single genetic disorder, with different
causes and multiple levels of hepatocellular necrosis and inflammatory processes (Fig. 9 and Tab. 2). We
propose two new steps for decompensated patients based on our results. The redefined STAGE 3 would
consist of ascites-free hemorrhagia, and the redefined STAGE 4 would consist of various free or ascites-free
patients. This proposed sub-stage system should be confirmed in future studies, as it would have been
possible to exclude patients with complicated courses of various hemorrhage/poor results without referring
to hemodynamic measures by only including patients who performed hemodynamic tests. Incredible cells
are mainly lymphocytic. Because chronicity is not better defined, chronic hepatitis is still defined for at least
6 months as a continually improved disease (Fig. 10 and Tab. 3). However, it should be stressed that
diagnosis and therapy may be started in most cases. The clinic can be described as having symptomatic or
asymptomatic illness in patients with chronic viral hepatitis. Unfortunately, no standard criteria are available
to determine whether symptoms exist. Patients may claim no symptoms and feel good but admit fatigue
directly if questioned. Doctors may reject fatigue complaints as irrelevant or due to other causes.

0 0.2 0.4 0.6 0.8 1

LIVER DICOM - CT

LIVER DICOM - Ultrasound

Accuracy

Figure 9: Analysis of CC

Table 2: Accuracy rate of CC dataset

Dataset Stages Test Count Accuracy

Liver DICOM-CT CC 60 0.9471

Liver DICOM-Ultrasound CC 55 0.812

Figure 10: CH
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Without the careful yet fruitless search for symptoms, “asymptomatic” should not be used. The
symptoms of CH are not reliable measurements, and no well-established, validated tools are available for
their grade. Indeed, symptoms are not mentioned in most natural history or therapy studies because the
quality of life is an essential outcome in a therapy assessment.

Sexual transmission can occur. Infected blood and body fluids such as saliva and menstrual, vaginal, or
seminal fluids are also spread through needle stick injuries, tattoos, piercings, and exposure (Fig. 11). Sexual
transmission of hepatitis B may occur, particularly in unvaccinated men with multiple sex partners. CH
expands in less than 5% of adult infectious diseases, but CH improves in 95% of early childhood
diseases. The virus can also be spread by recovering needles or syringes in the health centre or among
injection drug users. An increase in the use of razors and similar objects contaminated with blood can be
caused during medical, surgical, and dental procedures via tattooing/using infected blood (Fig. 12). DC is
a complicated disorder that affects several systems and requires a systematic management approach
(Fig. 14 and Tab. 4). A ‘care bundle’ is available to help patients undergoing DC during the first 24 h
and is supported by the British Society of Gastroenterology (Figs. 13 and 14).

Image classification is an essential cognitive task in diagnostic radiology that can be achieved by
identifying specific anatomical/pathological characteristics that distinguish between one anatomical or
tissue structure and another (Fig. 15 and Tab. 5). While computers are now far removed from having the
complete chain of reasoning necessary for medical image interpretation, the research focus of compatible
diagnostic systems is the automated classification of targets of interest. Traditional ML methods often
used different hand-crafted features extracted from US images combined with a multi-way CNN linear
classification system to achieve a specific classification task. However, these methods are suspected of
distortion of images such as internal or external deformation or image processing conditions. Here,
CNN’s have several clear advantages because of their direct knowledge of the raw data’s mid/high-level
abstract features. CNNs can also be used directly to generate a separate forecast label for each image to
classify targets. There are some unique challenges for different anatomical applications discussed below.
According to the latest statistics by the Centres for Disease Control and Prevention, breast cancer has
become the world’s second most common cause of cancer death among women. While mammography is

Table 3: Accuracy rate of CH dataset

Dataset Stages Test Count Accuracy

Liver DICOM-CT CH 30 0.9509

Liver DICOM-Ultrasound CH 23 0.75

0 0.2 0.4 0.6 0.8 1

LIVER DICOM - CT

LIVER DICOM - Ultrasound

Accuracy

LIVER DICOM - CT LIVER DICOM - Ultrasound

Figure 11: Analysis of CH
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still the leading imaging model for clinical testing and diagnosis, ultrasound imagery is also a key tool for
breast cancer diagnosis (Fig. 16). In particular, it provides practical decisional support and a second tool
option for radiologists/diagnosticians to use ultrasound Computer-Aided Diagenesis (CADx) to classify
tumor disorders. Feature extraction is the basis for subsequent steps in a conventional CADx, including
selecting and classifying features to ensure the final classification of tumors and mass lesions. It is
possible to achieve this. Traditional Machine Learning (ML) often uses hand-crafted and heuristic lesion-
extracting features for CADx breast tums or mass injury. DL, on the other hand, can automatically learn
features from images.

Figure 12: HBC

0 0.2 0.4 0.6 0.8 1 1.2

LIVER DICOM - CT

LIVER DICOM – Ultrasound

Accuracy

LIVER DICOM - CT LIVER DICOM – Ultrasound

Figure 13: Analysis of HBC

Figure 14: DC
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Figure 15: Analysis of DC

Table 5: Accuracy rate of DC

Dataset Stages Test Count Accuracy

Liver DICOM-CT DC 80 0.9741

Liver DICOM–Ultrasound DC 65 0.8540

Table 4: Accuracy rate of HBC

Dataset Stages Test Count Accuracy

Liver DICOM-CT HBC 45 0.9693

Liver DICOM–Ultrasound HBC 48 0.759

Figure 16: Segment image
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4.2 Region-Based Segmentation

It can be challenging to persuade a physician to use an automated system. As a result, we’re looking for
an approach to automated liver segmentation that outperforms conventional specialist features. A three-step
Liver Segmentation Technique (LST) was developed in this paper. Segmenting 69 CT (2D) images was the
first step in the proposed approach. All CT images were obtained from the Atlas of Liver Imaging. Each
image is a 512 × 512 JPG file representing a single patient.

The data are divided into healthy CT images and infected CT images. Each image was preserved as a 256
× 256 grayscale image and was not used in any other case. The histogram of the grey images is used to extract
the liver from CT images for the first time. The process of determining the liver likelihood intensity range by
observing the histogram of the prepared grey images is known as thresholding. The histogram of the 69 grey
images was used to achieve this. In the entire set of images, the number of liver pixels ranged from 100 to
150. It is not always easy to persuade doctors to use automatic diagnostic devices. As a result, we’re looking
for an automatic LST that outperforms expert-created manual contours. Three steps comprise the LST
developed in this paper. Segmenting 69 CT (2D) images was the first step in the proposed method. All
CT images came from the liver imaging Atlas (an online reference for liver imaging).

A 512 × 512 JPG file represents each patient. There are 13 healthy CT images and 56 infected CT images
in this data set (Fig. 17). All images were converted to 256 × 256 grayscale and saved from further
processing. The liver is extracted from CT images using a histogram of the greyscale. Assembled grey
images are thresholded by looking at the histogram of the liver pixels. The liver range was determined
using 69 histogrammed grey images. The liver pixels were between 100 and 150 when testing the whole
set of images. We aim to find an automated method that outperforms expert-made contours (Fig. 18).

Figure 17: ROI selection and segment image

Figure 18: ROI selection and non-ROI image
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Step 1. Initialize the number of gatherings by setting K = 0. Think about every pixel (I, j) in this path in a
raster channel, proceeding with a fragment by line (I = 1, n), and taking j = 1, n for every appraisal.
Step 2. One of the choices alludes to pixels (I, j); nothing can be accomplished if (I, j) is an edge pixel.
Step 3. If I1, j and I, j1 presently visited neighbours are edge pixels, another portrayal should be made
for (I, j), Eq. (4)

K ! K þ 1; hK ¼ K; gi;j ¼ K (4)

where the areas in h1,…, HK is used to screen in order to find the equivalent orders, and gij records the class
name for pixel (I, j). If just one of the two neighbours is an edge pixel, then (I, j) is allotted a comparable
imprint as the other one, Eq. (5)

1

2
gi;j ¼ gi � 1; j; IFðI ; j� 1Þ (5)

is the edge pixel, gi, j−1, Eqs. (6) and (7)

dI
dt

¼ kqEðtÞ � ðaþ y1 þ lÞIðtÞ (6)

dJ ðtÞ
dt

¼ aIðtÞ � ðdþ y2 þ lÞJ ðtÞ (7)

4.3 CT Image Improvement and Automated Liver Segmentation

The production of automated disease detection and improved CT images is also a strategy. The
calculation that is proposed depends on unusual locals divided within the liver. The arrangement of the
premises based on a shape classification should be possible. The calculation should include the following:

Step 1. For the division, many CT images are chosen for the first stage.
Step 2. Preprocessing is done to reduce fake negative effects because of wounds under the portion of the
liver, CT image similarity and concussion decreased, and different typical liver characteristics exist.
Step 3. Improving the CT image using histogram sound with equivalent containers is concluded.
Step 4. The Mean Square Error (MSE) and the CT outputs of Liver sections are evaluated.
Step 5. The Liver dataset is composed of the improved image for liver malignancy arrangement.
Step 6. The supported classification strategies use methods of design recognition to parcel the space of
image power using information with regular classes.
Step 7. The class partition contains space for various assemblies, as indicated by the tissue/anatomical
area.
Step 8. The classification is needed to prepare a physically portioned information collection and then use
it as a perspective to fragment new information naturally.
Step 9. The final classification evaluated with the test determines all blundering in the malignant liver
growth division.

4.4 Feature Extraction

Different methodologies characterize B-mode images’ echo-gentility. Those are the main requested
measures: dark level running length grid, dense level co-event grid, legislation on area vitality, and fractal
measurement with 325 highlights. A few highlights have been obtained from these lines. The FOS
processes the data from a confined pixel that does not consider the connection between its neighbours. As
a result, FOS can only show the echo gentleness of the surface and the diffuse variation within the ROI.
The FOS was used with 9 highlights: mean, difference and default, skewness, kurtosis, median, entropy,
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mod, and range. A total of 44 highlights have been extracted. The GLRLM is a 3D network constructed for
each ROI and portrays a neighbouring pixel’s standard shape and linearity. Each Gray Level Run Length
Matrix (GLRLM) component contains the number in the dark ‘i’, and the direction of continuous ‘j’ runs.

The term “run” means the complete number of back-to-back pixels with a similarly low level and a
similar direction for the accompanying qualities: 0°, 45°, 90°, and 135°. Different GLRLMs have been
evaluated. The GLRLM strategy is optimal for extracting measurable surface highlights of higher
demands. The GLRLM is a 2D grid of (G*R) components in which each component gives the absolute
number of run events of a dark level of 1 (j) in guidance. GLRLM helps physically cut a part of the
image and processes seven surfaces to limit the high level of inconsistency: Run Rate (RP), Run Length
of Inconsistency (RLN), Low Dark Level of Running Emphasis (LGRE), Low Level of Running Stress
(LGRE), and High-Level Dim Accentuation (HGRE).

Currently, the innovation in medical imaging is being used; for example, the PC helped to find the
technique for analysing sickness and medical activities. Biomedical image determination and research are
becoming complex tasks. The area of interest in which the districts are worrisome in the small scenes is
neuromental ideas. The analyzers attempt to duplicate and change the neuro-mental idea quickly and
accurately by programming the function. We can limit the speed with which ROI techniques can help
upgrade processing. Only relevant information is taken as a means of effectively speeding up processing.
The surface element investigation is based on the ROI and non-ROI selection in the proposed work. The
highlights of the ROI-based GLCM are improved, and previous techniques are contrasted. The ROI and
non-ROI age can be used for other divisional preprocessing strategies. The ROI ages can speed up the
extraction of the following image highlight.

4.5 Classification

Each element between −1 and +1 was standardized to prevent some highlights from being predominant
in the category. The moment, three uniclassifiers were used to match the classes as expected, and statuses
were given. CNN has low accuracy problems. Here is an illuminated method depending on the
improvement of CNN, which is more accurate than normal CNN. CNN’s average DL model provides the
most effective way to address PC vision issues such as visual recognition and image division. This model
captures the complex, non-strict mappings among data sources and results. The multi-layer CNN structure
can thus get to know several progressive highlights. The shallow layer learns the neighbourhood’s
characteristics; the DL is factual. The DL characteristic has increased as abstract and reflective data,
which gradually matches the image order. In the model of the Natural Sensory System, CNN
classification is active. Neurons are easier to connect in different configurations. Multi-layer back-
propagation calculation is used because of its demonstrated expertise in neural system learning.
Preparation for the classifier begins with arbitrary loads and the readiness for data and cloak layers. The
info vector included 385 components (hubs), one clad layer of 3 neurons acquired using the
experimenting strategy, and one yield layer. New calculations for image research are being seriously
considered, including DL. These AI strategies naturally allow Personal Computers (PCs) to create
valuable characterization highlights. In addressing various medical image examination issues, the
convenience of CNN has been addressed. CNN changes image entries to a single selection variable by
convolution filters as an output, which generally shows the image name. In all cases, such information is
usually needed to prepare a CNN effectively. This problem confines the practical use of DL models in
examining medical photographs, as accessible datasets are generally limited.

4.6 Convolution Neural Network Switch Attention Module

Within the clinical practice, clinicians adaptively rule out lung contamination areas through a two-
venture proto and get familiar with the converse consideration in three equal elevated level highlights.
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Our technology can use the same areas and details repeatedly by removing the assessed contamination spots
from DL (Figs. 19 and 20).

We acquire the yield RA highlights RI by increasing the combination of elevated level side-yield
highlights fi, I = 3,4,5 and edge consideration highlights trouble = f2 with RA loads Ai, i.e., Eqs. (8)–(12).

Where Dow() signifies the down-examining activity, () de-takes note of the connection activity followed
by 2-D 64-channel convolution layers. The weight of RA has been accepted for notable item identification,
and it is characterized as Eqs. (13)–(20)

RI ¼ C fi;Dow eatð Þð Þ (8)

N ¼ SðtÞ þ IðtÞ þ TðtÞ (9)

ds
dt

¼ lN ðtÞ �
b½sðtÞIðtÞ þ J ðtÞ þ qðAðtÞ�

N
� lSðtÞ (10)

dE
dt

¼ b½sðtÞIðtÞ þ JðtÞ þ qðAðtÞ�
N

� ðK þ lÞEðtÞ (11)

Figure 19: Proposed model diagram

Figure 20: Test sample epochs
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dA
dt

¼ kð1� qÞEðtÞ � ðy1 þ lÞAðtÞ (12)

Ui þ vUð Þx ¼
pq

A
(13)

Ui þ vUx ¼ Dm Pgr� U
� �

(14)

dS

dt
¼ �bSI (15)

dI

dt
¼ bSI � cI (16)

dR

dt
¼ �cI (17)

dS tð Þ
dt

¼ bS tð ÞI tð Þ (18)

dI tð Þ
dt

¼ bS tð ÞI tð Þ � cI tð Þ (19)

dR tð Þ
dt

¼ �cI tð Þ (20)

where (vUx) signifies an up-examining activity, σ(U ) is a sigmoid actuation, and (bS tð ÞI tð Þ) is a converse
activity taking away the contribution from lattice E, wherein all components are 1. Image means growing
a solitary channel highlight to 64 rehashed tensors, which includes turning around each channel of the
applicant tensor (Fig. 21). It is important that the eradication method driven by RA can, in the long run,
clean up the uncertain and rude assessment for an exact and complete expectation scheme (Fig. 22).

5 Results and Discussion

The images acquired using the proposed method are compared, and related images of ground truth are
used to break the presentation of the proposed framework for tumor detection. Different steps are typically
used to evaluate the technique presentation. The disarray grid determines these measures, including
Accuracy of Characterization (AC) and Correlation. The disarray structure shows actual and forecasted
technical classes (Fig. 23). MI has tested python for the exhibition of the proposed attempt. The MI
combined standard CT and ultrasound liver images with various unhealthy liver images, supported by the
clinical analysis. This section describes the effectiveness and implementation of the pre-processing
highlight mining, selection, and characterization techniques for liver disease order (Tab. 6).

Figure 21: Classification results
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Tab. 7 above shows the accurate characteristics and CNN models shown in the ultrasound image. As far
as accuracy is concerned, 96% of it is given as our proposed model. This accuracy shows 96% of the
exactness of our CT Image CNN model and specific characterization techniques.

Our study shows the feasibility of using DL to assess liver status. Although this information was
sufficient to create an effective classifier with ML, we did use a small data set containing images from
some patients (Fig. 24). The CNN highlights were valuable and enabled the grouping and recurrence
models to be productive. The CNN-based methodology is expected to be implemented well. We did not
prepare the system without preparation in our examination but used the pre-prepared CNN to include the
extraction. The real dataset containing 1.2 million images of different objects has been used to create this
model (Tab. 8). The HI count incorporates two convergence tasks that the CNN should probably learn to
do well on the real dataset. The presence of the liver in encompassing tissues is significant for practical
status evaluation. For an accurate status assessment, the liver is an important tissue to have (Figs. 25 and 26).

Figure 22: Confusion matrix for CT image

Table 6: Comparison of 3D CNN accuracy

Datasets 3D CNN accuracy

CT 97.1%

Ultrasound 92%
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Table 7: Performance of CNN classifiers

Classifier Accuracy Sensitivity Specificity AUC

Ultrasound 92% 0.030 1 0.8

CT 96% 0.07 1 0.9

Figure 23: Test and train model
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Figure 24: Analysis of images stages with accuracy

Table 8: Comparison of stages

Images Test Accuracy Stages Images Test Accuracy Stages

MI_0 1.1_ MI_0 0.8349 NI MI_13 1.1_ MI_13 0.9680 DC

MI _1 1.1_ MI_1 0.9471 CC MI_14 1.1_ MI_14 0.9676 HBC

MI_2 1.1_ MI_2 0.9481 CC MI_15 1.1_ MI_15 0.9715 DC

MI_3 1.1_ MI_3 0.9509 CH MI_16 1.1_ MI_16 0.9708 HBC

MI_4 1.1_ MI_4 0.9579 CH MI_17 1.1_ MI_17 0.9731 HBC

MI_5 1.1_ MI_5 0.9624 CH MI_18 1.1_ MI_18 0.9741 DC

MI_6 1.1_ MI_6 0.9526 CH MI_19 1.1_ MI_19 0.9764 CC

MI_7 1.1_ MI_7 0.9604 DC MI_20 1.1_ MI_20 0.9104 NI

MI_8 1.1_ MI_8 0.9624 CC MI_21 1.1_ MI_21 0.9938 CC

MI_9 1.1_ MI_9 0.9685 HBC MI_22 1.1_ MI_22 0.9693 HBC

MI_10 1.1_ MI_10 0.9663 CC MI_23 1.1_ MI_23 0.9938 HBC

MI_11 1.1_ MI_11 0.9638 NI MI_24 1.1_ MI_24 0.9938 NI

MI_12 1.1_ MI_12 0.9698 CC
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Figure 25: Analysis of accuracy
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6 Conclusion

This work aimed to assess the performance of CNN Classification CT and Ultrasound for the diagnosis,
using several features extracted from ultrasound and CT images. The authors used clinical data, assuming the
number of stadiums in the liver was characteristic. The calculated features from the textural, histogram and
fractal approaches had positive outcomes as inputs from the classifiers used—the classification system is
improved by CNN when a progressive regression shows the seven more discriminatory features.
Although the classifier’s performance did not differentiate so clearly at this level, it was suggested that
CNN would generally perform better due to the good relationship between AUC and accuracy.
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A B S T R A C T   

Cardiovascular disease (CVD) represents an emerging death reason worldwide. CVD is based on the capability to 
discover the high-risk individuals before designing overt events. An effective technique for CVD risk prediction is 
developed using retinal fundus images. Initially, the retinal fundus images are subjected to pre-processing using 
grayscale conversion. The optic disc is detected with binarization and circle fixing. Then, the blood vessel seg-
mentation uses deep joint segmentation, wherein dice coefficient and binary cross-entropy are integrated. After 
that, the feature extraction is done for mining convenient features that include several statistical features. 
Meanwhile, features like Local Directional Texture Pattern (LDTP) and Local Gabor Binary Pattern (LGBP) are 
mined from the inputted image. Then, the cardiovascular risk prediction is made by a Deep neuro-fuzzy network 
(DNFN), such that the risks are classified into normal and hypertensive. Finally, the DNFN is trained using the 
developed Fractional Calculus-Horse Herd Optimization Algorithm (FC–HOA), which is devised by combining 
Fractional Calculus (FC) and the Horse Herd Optimization algorithm (HOA). The proposed FC–HOA-based 
DNFN offered enhanced efficiency with the highest accuracy, sensitivity and specificity of 91.6, 92.3 and 91.9%.   

1. Introduction 

CVD is an emerging reason of death all over the world. To stop heart 
attacks or undesirable cardiovascular events, it becomes essential to 
determine complete hazards splitted into modifiable and non-modifiable 
aspects. In the regular clinical setting, several clinicians used risk cal-
culators, like Framingham [1,2], Pooled Cohort equations [3], and 
SCORE [4,5] to forecast the future risks of cardiovascular diseases. The 
major risk aspects involve diabetes mellitus, cigarette smoking, Hyper-
tension, and cigarette smoking, leading to huge alterations in several 
organs and body tissue, like blood vessels, eyes, and kidneys [6]. The 
current standard of care to screen for CVD risks [7] needs a huge class of 
variables acquired from the history of patient and blood samples, like 
blood pressure, age, smoking, and gender. Most cardiovascular risk 
computations utilize the integration of these attributes to discover the 
risk of patients who experience whichever cardiovascular [8] occur-
rence and cardiac based mortality over a specific period. Still, some of 
these attributes can be unavailable [9]. In addition, the eye is an organ 
that permits straight visualization of specific non-invasive imaging 
modalities with neuro-vasculature that offers precious micro-structural 
changes, which lead to macro-vascular diseases, like stroke and heart 

diseases. It is observed that the criterions linked with CVD are choles-
terol emboli and hypertensive retinopathy, which can be evident in the 
eye [10]. 

The retina is generally inspected to screen complexities of particular 
CVD owing to its individuality in which blood vessels such as they are 
visible directly without invasive interventions or radiation. Using im-
ages, the arithmetical factor of retinal vasculature, like curvature tor-
tuosity, diameter and angles of branching, are evaluated to evaluate 
CVD, and diabetes. The retinal vessel diameters are observed to be 
linked with cognitive ability in the older population [11–13]. Retinal 
photographs offer data regarding human vasculature and provide il-
lustrations of cardiovascular health. Huge population studies have 
observed that retinal vascular damage and subtle alterations can predict 
CVD disease and death rates [14]. Automatic segmentation techniques 
for the retinal vessel segmentation process based on convolution neural 
networks can be kept with vessel morphological data. By executing the 
technique, a technique can understand features from the database, 
which helps to prevent over fitting. CVD prevention is based on the 
capability to discover individuals with elevated risk before designing 
explicit events. This focuses on the requirement for precise stratification 
of risks. An emerging count of new biomarkers is determined to predict 
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CVD events. Here, the biomarkers play an imperative role in defining, 
prognostication and making a decision concerning the administration of 
cardiovascular events [15]. 

Deep learning (DL) represents an ancestor of machine-learning 
models featured by several evaluation layers that permit a technique 
for learning the suitable predictive features based on samples despite 
features hand-engineered. In recent days, the deep convolution neural 
networks are termed as an imperative kind of deep learning model, 
which are optimized for images and are adapted to generate highly 
precise techniques that treat diseases like diabetic retinopathy and 
melanoma [16,17] with medical images achieved through expertise [9]. 
DL models are utilized to predict CVD risk aspects using retinal images 
[18,10]. DL has observed its feasibility in various medical tools, like 
imaging and diagnostics. Particularly, in medical images, deep learning 
is a tremendous ability which can be utilized to discover and segment 
objects in 3-dimensional (3D) images. The major benefit is that DL can 
mechanize complex analysis that radiologists could perform priory and 
is reliable at scale with high speed and less cost. It made DL an emerging 
model to automate the prediction of cardiovascular occurrence from the 
images. The commonality of the systems should be revealed as they 
require forecasting the cardiovascular proceedings of symptomatic and 
asymptomatic entities amongst several clinical cases and working 
strongly on data considering various institutions [19]. 

The main goal is to design a productive model for cardiovascular risk 
prediction with retinal fundus images using the proposed FC–HOA. 
First, to eliminate the extra noises present in the image using grayscale 
conversion the given input image is forwarded to the pre-processing 
phase. After that, optic disc detection is done with binarization and 
circle fixing. The next step is to segment the blood vessel from the pre- 
processed image using deep joint segmentation, wherein dice coefficient 
and binary cross-entropy are combined for computing distance. Once 
the segmentation is done, mining features is done to mine appropriate 
features. After that, cardiovascular risk prediction is effectively made 
using a DNFN such that the risk is classified into normal and hyper-
tensive types. Finally, the network classifier is trained using the newly 
projected FC–HOA, devised by an amalgamation of FC into HOA. 

The major contributions of the designed model  

• Proposed FC–HOA-based DNFN for cardiovascular risk prediction: The 
projected FC–HOA-based DNFN is utilized to predict cardiovascular 
risk. The output from the proposed FC–HOA-based DNFN is classi-
fied as normal and Hypertension.  

• Proposed FC–HOA: FC–HOA is created by combining FC concept 
into HOA. It is used to train the DNFN classifier. 

The rest of the sections are enlisted below. First, we explain the 
classical cardiovascular risk prediction methods in Section 2. Then, we 
have explained the proposed method for predicting the cardiovascular 
risk in Section 3. Thirdly, we have explained the efficiency of a projected 
model by comparing it with classical models in Section 4. Finally, dis-
cussion about conclusion is given in the Section 5. 

2. Motivations 

Various methods are used for cardiovascular risk prediction tech-
niques, but observing and analyzing the associations is complex due to 
many features in real data. Therefore, develop a technique is mainly to 
overcome the issues and the challenges faced by classical techniques. 

2.1. Literature survey 

The eight classical cardiovascular risk prediction methods are pre-
sented with their pros and cons. Poplin et al. [9] devised a deep model 
with retinal fundus images for predicting cardiovascular events. Here, 
cardiovascular risk factors, like gender, smoking status, and systolic 
blood pressure, were considered for the Evaluation. The method 

considered limited datasets. To deal with large datasets, Ting et al. [10] 
developed AI model for predicting cardiovascular risks. The Optical 
Coherence Tomography (OCT) was considered an effective imaging 
modality for evaluating CVD. The OCT angiographic alterations serve as 
a diabetes marker for effective prediction. This technique did not predict 
long-term cardiovascular risk. To predict long-term cardiovascular risk, 
Son et al. [13] devised Coronary Artery Calcium score (CACS) for pre-
dicting the cardiovascular events using retinal fundus imaging. Here, the 
efficiency of deep learning model, namely inception-v3 was computed to 
differentiate the high CACS. This technique was not suitable with het-
erogeneous databases.To deal with heterogeneous databases, Dai et al. 
[6] devised deep learning for screening the diabetes and Hypertension 
using retinal fundus images. The method splitted the image database for 
improved processing. Fine-tuning of the classifier and last convolution 
layer of deep residual network was trained by the binary classification 
model. The method acquired a huge acquisition cost. To minimize 
acquisition cost, Cheung et al. [20] devised an automated technique for 
predicting the cardiovascular diseases. The technique performed 
improved efficiency in predicting the CVD risk factors, including BMI, 
blood pressure, and hemoglobin levels. The method did not include Inter 
and Intra-human grader variability. To reduce complexity, Ballinger 
et al. [21] devised multi-task long short term memory for predicting the 
cardiovascular disease using fundus images. Here, the two 
semi-supervised training technique and heuristic pre-training was uti-
lized for processing the tasks. The method suffered from scarcity of 
labeled data. To minimize data scarcity issue, Zeleznik et al. [19] 
developed deep learning model for automatically quantifying cardio-
vascular disease. Here, the automatic score was a strong predictor of 
cardiovascular events and considered several risk aspects. The method 
did not discover non-calcified plaque. To discover non-calcified plaque, 
Rim et al. [14] devised a cardiovascular risk stratification model using 
DL for predicting the CVD. Here, the DL model was utilized for pre-
dicting the probability of existence of CAC. However, the misclassifi-
cation was a major issue. Mahiddin et al. [7] devised Interrelated 
Decision-Making Model for an Intelligent Decision Support System 
(IDM-IDSS-healthcare), which utilized knowledge from previous and 
ongoing treatment stages. The method is highly efficient. However, the 
method is very complex. Rahim et al. [8] proposed a Machine Learning 
based Cardiovascular Disease Diagnosis (MaLCaDD) for the effective 
prediction of cardiovascular diseases. Here, MaLCaDD method shows 
high precision and it is highly reliable. However, the method does not 
share the real time evaluation. 

2.2. Major challenges 

Problems confronted by existing CVD prediction are enlisted:  

• In [9], images with a 45◦ view were utilized, which is a major issue. 
In addition, it did not cover extra signals in retinal images, which 
permits improved CVD risk analysis.  

• The DL technique enhances CVD risk analysis [20], which can learn 
visual structures with images to predict major adverse cardiovascu-
lar events (MACE). However, it did not include my effectual features 
for predicting the risks.  

• To effective mine features, deep learning is utilized. However, even 
though the model attained the highest generalization, such as fine- 
tuning and data augmentation on test data, it suffered from over- 
fitting issues and had less training data [6].  

• The multi-task LSTM is devised in [21] that automatically predict 
cardiovascular events with images to deal with over fitting issues. 
Still, it could not forecast CVD events of symptomatic and asymp-
tomatic individuals in several clinical cases.  

• The majority of CVD risk factors utilize an integration of attributes 
for identifying a patient’s risks within a specified time instance. 
Anyhow, the unavailability of some attributes is considered a major 
problem. 
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Fig. 1. Structure of cardiovascular disease detection using FC–HOA-based DNFN.  
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3. Proposed FC–HOA-based DNFN for cardiovascular risk 
prediction 

The clinicians have carried out a fundus inspection amongst patients 
to discover existence and ruthlessness of retinal damage as way to 
evaluate cardiovascular disease. The stratification of risk is core part to 
discover and manage groups at risk for cardiovascular disease that led to 
huge deaths. The aim is to create a effective technique for predicting 
cardiovascular risk using retinal fundus images with proposed 
FC–HOA. The image attained from database indicated in [22] is 
adapted as an input image for complete processing. The input image is 
forwarded to pre-processing with grayscale conversion. Then, the optic 
disc detection is done with binarization and circle fixing [23]. The next 
step is to segment blood vessel from pre-processed image with deep joint 
segmentation [24] in which dice coefficient and binary cross-entropy 
are combined and used instead of MSE. Once the segmentation is 
done, the feature is mined from pre-processed image, blood vessel 
segmented image and optic segmented image. Thereafter, cardiovascu-
lar risk prediction is effectively done with DNFN [25], such that the risks 
are classified into normal and hypertensive type. Here, the DNFN is 
trained with proposed FC–HOA, which is devised by combining FC [26] 
and HOA [27]. Here, Fig. 1 shows the structure of cardiovascular disease 
detection using proposed FC–HOA-based DNFN. 

3.1. Acquisition of images 

Assume a database of the image A with f images and is verbalize as: 

A =
{
J1, J2,…, Jr ,…, Jf

}
(1)  

where, Jr is r th the input image and f refers to full images. 

3.2. Grayscale conversion pre-processing 

The input image Jr is adapted to pre-processing in which the con-
version of grayscale is performed to maximize the contrast of image. It is 
essential to pre-process the image, as it helps to increase image clarity. 
The pre-processing is done with grayscale conversion. 

Grayscale conversion: RGB color representation is the additive color 
model where red, green, and blue lights are utilized in various ways to 
reproduce huge array of colors. Grayscale conversion is a procedure of 
evaluating digital image into grayscale values, wherein each pixel rep-
resents a single sample. This means that grayscale only comprises in-
tensity data and this type of image is known as black and white, which 
exclusively composes shades of grey. Here, black indicates weal in-
tensity value in which white indicates strong value of intensity. The 
grayscale image results in evaluating intensity of light at each pixel in 
the single band of electromagnetic spectrum. The pre-processed output 
is given by J′

.

3.3. Detection of optic disc with circle fixing and binarization 

Once the pre-processing is done J′ , the optic disc detection is done 
with binarization and circle fitting model. Hence the discovery of optic 
disc is of huge importance for discovering cardiovascular risks.  

(i) Binarization 

The optic disc is determined with pre-processed image considering 
the smooth textures with binarization [23]. Binarization assists in 
dividing complex regions through the smoother regions by computing 
pixels values present in the image. The binarization is used to convert 
greyscale images ranging from 0 to 256 grey levels, which can be 0 or 1. 
In addition, binarization utilizes thresholding for producing binary im-
ages. Here, if pixel’s value is higher than the threshold value, it repre-
sents an object with one or its background pixel with 0. At last, 

considering the label, filling pixels built the binary image with black or 
white color.  

(i) Circle fitting 

The circle fitting [23] is a provided point group in a plane, consid-
ered the main part of image processing. Here, fixing the circle around 
the optic disc region performed the circle fitting. 

Parameters adopted in circle fitting are listed;  

(i) R- circle radius.  
(ii) Y-Circle’s "y"-co-ordinate.  

(iii) X- Circle’s "x"-co-ordinate. 

The optic disc acquired from the binarization and circle fitting is 
denoted asK. 

3.4. Blood vessel segmentation using the Deep Joint model 

The segmented blood cells are done with the Deep Joint model [24] 
using the pre-processed outputJ′ . It is the process of segmenting the 
blood cells. The steps of the Deep Joint model are illustrated below.  

(a) Illustration of Deep Joint model 

The pre-processed output has been fed as an input to lesion seg-
mentation, done with the Deep Joint model [24] to segment blood 
vessels by computing optimal threshold values. Hence, the 
pre-processed output is pushed to Deep Joint segmentation model, 
which discovers the distance is evaluated amongst deep and segmenta-
tion points and optimal segments with region similarity. The model 
provides segments with optimum accuracy and is easy to comprehend. It 
provides a clear insight into regions to discover the diseased part. The 
DeepJoint [24] comprises three phases: joining, region fusion, and 
segmentation point generation. The inputted picture is paired into grids 
& pixels first, and then attached using the mean and threshold values 
through the joining phase. After joining, the regions fusion is performed 
with bi-constraints and region similarities are adapted for determining 
new means for discovering mapped points. Steps adopted in the Deep 
Joint model are given below, 

Step 1: Grids configuration 
Various grids are obtained from the image where each grid has size of 

2 × 2. Collaborating with preprocessing image various grids are pro-
duced and are given by: 

B =
{
B1,B2,…,Be,…,Bg

}
(2) 

Where,Be symbolizeeth grid image and gsignifies full grids. 
Step 2: Joining phase 
After produced grids are obtained, intra grid points are combined 

with the threshold and values of the mean through the pixels. By taking 
average values of pixel the mean is evaluated. Hence, particular value of 
threshold that decides the pixels computes the mean. Thus, 1 is fixed to 
threshold. The computed average value is, 

Bj =

∑R

n=1
Hn

R
(3) 

Where, Hnsignifies values of a pixel with the grid and the pixel count 
in the grid Bj. The joining pixels equation is, 

Bj =

∑R

n=1
Hn

R
± α (4) 

Where α signifies threshold. 
Step 3: Region fusion phase 
By employing assigned grids, region fusion matrix is produced. For 
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performing region fusion matrix two conditions need to be satisfied, 
they are given below  

(i) Gg Value of Mean, should be lesser than 3.  
(ii) For each gird one grid point is chosen. 

From the above conditions the region’s similarity determined, which 
is integrate to determine mapped points. The region similarity is, 

Gg =

∑I

w=1
HX
w

H
(5) 

Where, HX
w signifies joined pixels and Mexpresses total joined pixels. 

The grid is combined and makes a pair which is known as mapped points 
and is expressed by, 

F = F1,F2,…,Fu,…,Ft (6) 

Where, t signifies the count of mapped points in an image. 
Step 4: Deep points discovery 
Here, missed pixels determined the deep points. The equation is, 

E = {ϑℓ} ; 1 < ℓ ≤ κ (7) 

Where ϑℓ signifies missed pixels and symbolizes the full count of 
missed pixels. Thus, by adding missed pixels and mapped pixels we can 
evaluate the deep points and are given by, 

κpoints = E + Lp (8) 

Step 5: Optimal segment detection 
Lastly, providing an iterative method discovered the best segments 

with deep points. The segmented points given N are chosen arbitrarily. 
Thus, the lowest distance is, 

Pdist =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑q

p=1

(
Np − κpointsp

)2

√
√
√
√ (9) 

Continue the process, and points of optimum-segmented are selected 
with dice coefficient and binary cross-entropy, which is given as, 

XDis = β ∗ DC + (1 − β)BC (10) 

Where, β refers to constant, DCsignifies dice coefficient between Np 
and κpoints, and BC expresses binary cross-entropy κpoints. Lastly, the steps 
have been continued till a termination criterion is acquired. Assume 
output generated from the Deep Joint model is the segments expressed 
as Q. 

3.5. Acquisition of features 

After obtaining the segmentsQ, each segment is mined the feature. 
The mining of features guarantees the effectual classification of car-
diovascular disease prediction. Here, the features acquired from the 
input image are LGBP and LDTP, and the features acquired from seg-
ments that include statistical features are mined.  

(a) Features mined with the input image 

The features mined with input images Jr are LGBP and LDTP. These 
features are mined by dividing the images into regions of interest and 
classifying those regions.  

(i) LGBP 

The basic idea of LGBP [28] is that the LBP operator is adapted on the 
Gabor input images instead of adapting LBP on raw images. From each 
Gabor image we can consider the characteristic of the LBP histogram. By 
modifying histogram features on the entire energy images LGBP 

characteristic is produced. So, the LGBP operator feature size is large 
when compared to LBP, which owes to Gabor decomposition. An actual 
LBP operator plots image pixels with thresholding of 3 × 3 nearest pixel 
λp(p = 0, 1, ..., 7) using mid-value λcand a binary number is chosen as an 
output. The value of threshold using an image is binary form and is given 
below, 

ℜ
(
λp − λc

)
=

{ 1, λp ≥ λc

0, λp < λc
(11) 

After that, the LBP pattern pixel is given as, 

LBP =
∑7

p=0
ℜ
(
λp − λc

)
2p (12) 

The feature LGBP is termed as C1.  

(i) LDTP 

The LDTP [29] helps to encode the texture of the image by evaluating 
the edge response with eight directions considering the second deriva-
tive Gaussian mask and is given by, 

μ = 1
9

(

τc+
∑7

p=0
τp

)

(13) 

Where, τcis a central pixel, and τpis the peripheral pixel. 
To produce LDTP code, the indicator is defined, which is given as, 

ϑ(x, y) =

⎧
⎨

⎩

+1 If x >= 0 and y >= 0
− 1 If x <= 0 and y <= 0
0 Otherwise

(14) 

Where, x and y represent variants of LDTP.  

(a) Features mined with optic disc and blood cells 

The extracted optic discs and blood cells segment from the pre- 
processed image Q, and the features, like entropy, variance, standard 
deviation, skewness, energy, kurtosis, and mean, are computed.  

(i) Mean 

It is calculated by the image containing the average of the pixels and 
is given by, 

A2 =
1

|d(Cz)|
×
∑|d(Cz)|

z=1
d(Cz) (15)  

where, z symbolize complete segments, d(Cz) signifies pixel value at 
each segment, and |d(Cz)| express total pixel in the segment. The feature 
mean is given in A2.  

(i) Variance 

The value of the mean variance is computed and is given by, 

A3 =

∑|d(Cz)|

z=1
|Cz − A2|

d(Cz)
(16) 

Where, Czrepresents total pixels and A2signifies mean. The variance 
feature is given in A3.  

(i) Energy 

The energy contained in each segment is computed by adding en-
ergies of pixel contained in each segment and is expressed as, 
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A4 =
∑|d(Cz)|

z=1
ψ(Cz) (17) 

In addition, the energy is given in A4.  

(i) Kurtosis 

Kurtosis A5 symbolizes the peak’s sharpness using a frequency- 
distribution curve, and it is used to describe the degree wherein the 
scores cluster.  

(i) Entropy 

The entropy [16] symbolizes a metric utilized to discover uncer-
tainty. The entropy is given by, 

A5 = − Clog(C) (18)  

where,C signifies distribution of pixels probability and the feature en-
tropy is provided by A5.  

(i) Skewness 

Based on a numerical value it describes object shape and is expressed 
as A6  

(i) Standard deviation 

It describes variance square root and is given in A7. 
The feature vector is given by concatenating the features generated 

from each segment and is expressed as, 

A = {A1,A2,A3,A4,A5,A6,A7} (19) 

Where, A1 express mean A2 signifies variance, A3 is energy feature, 
A4 refers to kurtosis feature, A5 represent entropy feature, and A6 ex-
press skewness feature and A7 is the standard deviation. 

3.6. Prediction of cardiovascular diseases using proposed FC–HOA- 
based DNFN 

This section describes the DNFN [25] used to predict cardiovascular 
diseases. DNFN is adapted as a widespread approximator as its easy 
structure utilizes modern activation functions. The DNFN is used to 
handle a huge number of images. It contains the capability to address a 
large count of optimization problems. It provides better and prevents 
over fitting problems, which is adapted as an effective classifier as of its 
small model. Also, it discards the problems given by the classical acti-
vation function design, which is also simple and reliable to train the 
effectual performance. Finally, the feature vectorAis subjected to DNFN 
to predict CVD.  

(a) Structure of DNFN 

In DNFN [25], two steps are performed wherein the initial one is 
executed with a deep neural network, and the second is done with fuzzy 
logic to compute the system objective. It comprises the input and hidden 
layer for verifying and learning, and the output layer. The structure is 
modeled in Fig. 2. 

To describe data processing the mapping of each output and input is 
performed. Assume two given values z and a only use consequenty, the 
equation is, 

X1,w(z) = f Cw(z) or X1,w = f Pw− 2(a), ∀w = 1, 2, 3 (20) 

Where, a and z is input to all wth entities, fCw fPw − 2 indicates 
antecedent membership function, and X1,w is membership degree func-
tion. The equation is, 

f Cw(z) =
1

1 +

⃒
⃒
⃒
z=Dw
Nw

⃒
⃒
⃒

2Rw (21) 

Where, Rw, Dw and Nw refers to membership function. The firing 
strength of the rule implies the membership variable is, 

X2,w = μw = f Cw(z)f Pw− 2(a) , ∀w = 1, 2 (22) 

Fig. 2. Structure of DNFN.  
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Likewise, normalization in layer 3, wherein the proportion of firing 
strength of wth is the rule which is evaluated by each entity and μw is the 
general network attribute. Thus, firing strength normalized the result of 
each rule and is given, 

X3,w = μw =
μw

μ1 + μ2
, ∀w = 1, 2 (23) 

Furthermore, the defuzzification layer is also known as fourth layer, 
wherein each consequent is evaluated to indicate output and is given by, 

X4,w = μwIw = μw(Ewz+Fwa+Cw) , ∀w = 1, 2 (24)  

where, E, F and C is a set of parameters. The final result computation is 
given, 

X5,w =
∑

w
μwIw=

∑
wμwIw∑
wμw

(25) 

Thus, R is denoted as the output generated from DNFN, which helps 
detect if the image is normal or Hypertension.  

(a) DNFN Training with proposed FC–HOA 

FC–HOA is created by combining FC and HOA which performs the 
DNFN training. The HOA [27] is motivated by Particle Swarm Optimi-
zation (PSO) and is devised in a particle that updates position with 
learning, which provides a tradeoff between exploration and exploita-
tion. Meanwhile, FC [26] is acquired by averaging some consecutive 
observations wherein the values are weighed so that recent observations 
present a high issue on average. Next, there is no need to maintaining the 
dataset of all numbers. To determine small shifts FC is utilized to handle 
value of the target. The FC enhanced complete process quality and 
devised using historical observations. The integration of FC and HOA 
improves the complete efficiency and provides an optimum solution. 
Steps of the proposed FC–HOA are given: 

Step 1: Initialization 
Solution initialization is the first step which is given as T with total 

εsolution (i.e.)1 ≤ ν ≤ ε 

T = {T1,T2,…,Tν,…,Tε} (26) 

Where, ε refers to a total solution and Tν its νth solution. 
Step 2: Error determination 
Minimization issue is done because the solution is discovered with 

error and Hence, best solution creating minimal Mean Square Error 
(MSE) given by, 

MSerr =
1
g
∑g

h=1
[Mh − R]2 (27) 

Where, Mh refers output and R refers output created from DNFN, g no 
of data samples wherein 1 < h ≤ g. 

Step 3: Movement evaluation applied to horse 
To obtain a global optimum solution with improved accuracy we 

have to use HOA. As per HOA [27], the movement employed on a horse 
in every iteration is expressed as, 

Titer,aged = Iiter,aged + T(Iter− 1),Age
d (28) 

Where, TIter,age
d is horse position, is present iteration, and is the ve-

locity of the horse. 
The motion of horses is given as, 

I→
iter,α
d = UIter,αd + VIter,αd (29)  

I→
iter,β

d = UIter,βd +WIter,β
d + Yiter,βd + Viter,βd (30)  

I→
iter,γ

d = UIter,γ
d +WIter,γ

d + Yiter,γd + Ziter,γd + Viter,γd + Oiter,γd (31)  

I→
iter,δ

d = UIter,δ,d + ZIter,δd + Oiter,δd (32) 

Thus, the equation can be rewritten as, 

Taged (υ+ 1) = I→
age

d (υ+ 1) + T→
age

d (33)  

Taged (υ+ 1) − T→
age

d = I→
age

d (υ+ 1) (34) 

Apply FC [26], 

Dα[Taged (υ+ 1)] = I→
age

d (υ+ 1) (35) 

Where, α symbolize fractional coefficient. 

Taged (υ+ 1) − αTaged (υ) − 1
2
α.Taged (υ − 1) −

1
6
(1 − α).Taged (υ − 2)

−
1
24
α(1 − α)(2 − α).Taged (υ − 3)

= Iaged (t+ 1) (36) 

Assumeage = α, 

Iiter,αd = Uαd + V
iter,α
d (37)  

Iiter,aged (υ+ 1) = Uαd (υ+ 1) + Vαd (υ+ 1) (38) 

Projected FC–HOA updation is expressed as, 

Taged (υ+ 1) = αTaged (υ) + 1
2
α.Taged (υ − 1) +

1
6
(1 − α).Taged (υ − 2)

+
1
24
α(1 − α)(2 − α).Taged (υ − 3) + Uαd (υ+ 1) + Vαd (υ+ 1)

(39) 

Step 4: Grazing evaluation 
The abrasion area is modeled through each horse using coefficient g 

in such a way that each horse grazes on specific areas and is formulated 
as, 

UIter,aged = citer(τ+ ρκ)
[
T (iter− 1)
d

]
(40) 

Where, Uiter,age
d shows motion parameter of the horse and ωgis line-

arity, τsignifies upper bound, ρ signifies random number and κis lower 
bound. 

citer,aged = c(iter− 1),age
d × ωg (41) 

Step 5: Hierarchy evaluation 
By following a leader the horses pass their lives and are taken by 

human beings which is given, 

Witer,age
d = witer,aged

[
T(iter− 1)
∗ − T (iter− 1)

d

]
(42) 

Where, Witer,age
d is the effort of best horse location, and T(iter− 1)

∗ is the 
location of the best horse, ϖ is a factor, and ω(iter− 1),age

d which means to 
follow the strong person which is tendency of herd horse. 

witer,aged = w(iter− 1),age
d ×ϖ (43) 

Step 6: Sociability evaluation 
For average horse position, sociability evaluation is a movement and 

is given by, 

Yiter,aged = yiter,aged

[(
1
υ
∑υ

l=1
T(iter− 1)
l

)

− T (iter− 1)
d

]

(44)  

yiter,aged = y(iter− 1),age
d ×ϖy (45) 

Where, Yiter,age
d shows the social motion of the horse, and yiter,age

d shows 
concerned horse orientation, ϖy refers to the weight factor. 

Step 7: Imitation evaluation 
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For determining the suitable pasture location horses copy each other 
which is given by, 

Ziter,aged = ziter,aged

[(
1
my

∑my

l=1
T (iter− 1)
l

)

− T(iter− 1)

]

(46)  

ziter,aged = z(iter− 1),age
d ×ϖ (47) 

Where, Ziter,age
d motion vector of the horse moving to the best horse’s 

average my the best location of several horses, and ϖis per cycle 
reduction factor, and z(iter− 1),age

d is concerned horse behavior. 
Step 8: Defense mechanism evaluation 
Model horses away from unsuitable positions is corresponding to the 

defense mechanism and is given, 

Viter,aged = − viter,aged

[(
1
qN
∑qN

l=1
V(iter− 1)
l

)

− V(iter− 1)

]

(48)  

viter,aged = v(iter− 1),age
d ×ϖ (49) 

Step 9: Evaluation of room 
Younger ages we were determined to ride the horses, which means 

mitigates after maturity, which is given, 

Oiter,aged = oiter,aged ρT (iter− 1) (50) 

Where, Oiter,age
d is random velocity 

oiter,aged = o(iter− 1),age
d ×ϖ (51) 

Step 10: Error computation to update solutions 
Weights associated with the least error are employed to train DNFN 

where the error of the new solution is computed. 
Step 11 Terminate 
The highest iteration is acquired so we have to produce optimal 

weights until it acquired. Table 1 shows the algorithm of the created 
FC–HOA. 

The output generated with FC–HOA-based DNFN is expressed by R 
either normal or Hypertension. 

4. Results and discussion 

Using specificity, sensitivity and accuracy the efficiency of 
FC–HOA-based DNFN is evaluated by altering training data and K-fold. 

4.1. Experimental setup 

The experimentation is performed on PC with Windows 10 OS, 2GB 
RAM, and Intel core processor. The implementation tool used here is 
Python. 

Table 1 
Algorithm of devised FC–HOA.  

Input: Solution T 
Output: The best solution T* 
Begin: 
using Eq. (27) error evaluation; 
While not satisfied stopping criterion acquires, do 

Compute ages α, β, γ, δ 
Calculate the velocity of each horse using Eqs. (29)–(32) 
Discover a new position with grazing using Eq. (40) 
Discover new position with Hierarchy using Eq. (42) 
Discover a new position with sociability using Eq. (44) 
Discover a new position with imitation using Eq. (46) 
Discover a new position with a defence mechanism using Eq. (48) 
Discover a new position with roaming using Eq. (50) 

End while; 
using Eq. (27), revaluate error; 
υ = υ+ 1; 
End  

Fig. 3. Experimental outcomes of projected FC–HOA-based DNFN (a) Input 
image (b) Grayscale image (c) Optic disc image (d) Blood vessel image (e, f) 
LDTP image LGBP image. 

V. Srilakshmi et al.                                                                                                                                                                                                                             



Advances in Engineering Software 173 (2022) 103198

9

4.2. Dataset used 

The experimentation is performed using 1000 fundus images having 
39 categories [22]. First, we define the process of fundus imaging is 
obtaining a two-dimensional (2D) representation of the 3D by using 
reflected light and retinal tissues, which are semitransparent viewed 
into the imaging plane. Here are thousand fundus images that belong to 
thirty nine classes. These images comprise 209,494 fundus images for 
training, validating and testing deep learning infrastructure. In this 
dataset, the image copyright fits in JSIEC. 

4.3. Experimental outcomes 

Fig. 3 represents the experimental results of the projected method. 
Fig. 3a and b shows the set of input images is revealed and reveals the 
grayscale image. Similarly, Fig. 3c and d displays the optical disc image 
and depicts the blood vessel image. Fig. 3e and f displays the LDTP 
image and the LGBP image. 

4.4. Evaluation measures 

The achievement of our approach is evaluated on the basis of the 
performance metrics, namely accuracy, sensitivity, and specificity. 

Accuracy: It defines the proportion of the addition of true positive 
rate (TPR) + true negative rate (TNR) and the addition of true positive 
rate (TPR) + False Negative Rate (FNR).+True Negative Rate(TNR) +
False Positive Rate (FPR). 

Accuracy a =
(P+ Q)

(P+ V + Q+ S)
(52)  

where, P indicates the TPR, S indicates the FNR,V indicates the FPR, and 
Q indicates the TNR 

Sensitivity: It indicates the capability of a method to properly classify 
the patients with cardiovascular disease. The equation of sensitivity is 
given below, 

λ =
c

c+ e
(53) 

Specificity: It expresses the aptitude of a method to properly identify 
people without the disease. The specificity is computed by below 
equation, 

γ =
o

o+ p
(54)  

4.5. Algorithm analysis 

Using specificity, accuracy and sensitivity the evaluations strategies 
are defined by varying training data and K-fold method. 

4.5.1. Evaluation training data 
Fig. 4 reveals Evaluation by varying training data. Fig. 4a indicates 

For 50% data, the accuracy generated by HQA+DNFN is 0.789, 
FC+BFO+DNFN is 0.811, SMO+DNFN is 0.834, and projected 
FC–HOA-based DNFN is 0.850. and, for 90% data, the accuracy created 
by HQA+DNFN is 0.876, FC+BFO+DNFN is 0.879, SMO+DNFN is 
0.888, and proposed FC–HOA-based DNFN is 0.905. The performance 

Fig. 4. Evaluation by changing training data (a) Accuracy (b) Sensitivity (c) Specificity.  
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improvement of HQA+DNFN, FC+BFO+DNFN, and SMO+DNFN con-
cerning proposed FC–HOA-based DNFN using accuracy is 3.204, 2.872, 
1.878%. Fig. 4b indicates for 50% data, the sensitivity created by 
HQA+DNFN is 0.800, FC+BFO+DNFN is 0.823, SMO+DNFN is 0.840, 
and projected FC–HOA-based DNFN is 0.861. Also, for 90% data the 
sensitivity created by HQA+DNFN is 0.876, FC+BFO+DNFN is 0.889, 
SMO+DNFN is 0.901, and projected FC–HOA-based DNFN is 0.912. 
The performance improvement of HQA+DNFN, FC+BFO+DNFN, and 
SMO+DNFN concerning projected FC–HOA-based DNFN using sensi-
tivity is 3.947, 2.521, 1.206%. Fig. 4c indicates for 50% data, the 
specificity generated by HQA+DNFN is 0.792, FC+BFO+DNFN is 0.814, 
SMO+DNFN is 0.815, and projected FC–HOA-based DNFN is 0.853. 
Also, for 90% data the specificity generated by HQA+DNFN is 0.878, 
FC+BFO+DNFN is 0.882, SMO+DNFN is 0.891, and projected 
FC–HOA-based DNFN is 0.908. The performance improvement of 
HQA+DNFN, FC+BFO+DNFN, and SMO+DNFN concerning projected 
FC–HOA-based DNFN using specificity is 3.303, 2.863, 1.872%. 

4.5.2. Evaluation with K-fold 
Fig. 5 displays the Evaluation of the projected FC–HOA-based DNFN 

by varying the K-fold. Fig. 5a indicates for k-fold = 5, 0.857 high ac-
curacy is created by projected FC–HOA-based DNFN, whereas the ac-
curacy achieved by HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 
0.797, 0.819, 0.841. Also, for k-fold = 9, 0.910 high accuracy is created 
by the projected FC–HOA-based DNFN, whereas the accuracy achieved 
by HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 0.883, 0.887, 0.896. 
The achievement of HQA+DNFN, FC+BFO+DNFN, and SMO+DNFN 
concerning projected FC–HOA-based DNFN using accuracy is 2.967, 
2.527, 1.538%. Fig. 5b indicates for k-fold = 5, 0.868 high sensitivity is 
created by projected FC–HOA-based DNFN while the sensitivity 

achieved by HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 0.808, 
0.830, 0.852. Also, for k-fold = 9, 0.919 highest sensitivity is created by 
projected FC–HOA-based DNFN, whereas the sensitivity achieved by 
HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 0.884, 0.897, 0.909. 
The achievement of HQA+DNFN, FC+BFO+DNFN, and SMO+DNFN 
concerning projected FC–HOA-based DNFN using sensitivity is 3.808, 
2.393, 1.088%. Fig. 5c indicates for k-fold = 5, 0.861 high specificity is 
created by projected FC–HOA-based DNFN, whereas the specificity 
achieved by HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 0.800, 
0.822, 0.844. And, for k-fold = 9, 0.915 highest specificity is created by 
projected FC–HOA-based DNFN, whereas the specificity achieved by 
HQA+DNFN, FC+BFO+DNFN, SMO+DNFN are 0.886, 0.890, 0.899. 
The achievement of HQA+DNFN, FC+BFO+DNFN, and SMO+DNFN 
concerning projected FC–HOA-based DNFN using specificity is 3.169, 
2.732, 1.748%. 

4.6. Comparative strategies 

The strategies taken for the evaluation includes DNN [10], DRN [6], 
CNN [20], Multi-task LSTM [21], IDM_IDSS [7], MaLCaDD [8], and 
projected FC–HOA+DNFN. 

4.7. Comparative analysis 

Differing training data and K-fold define the evaluations of 
strategies. 

4.7.1. Evaluation with training data 
Fig. 6 shows evaluation by varying training data. Fig. 6a indicates the 

accuracy of the methods. For 50% data, the accuracy achieved by DNN is 

Fig. 5. Evaluation of projected FC–HOA-based DNFN by varying K-fold (a) Accuracy (b) Sensitivity (c) Specificity.  
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0.769, DRN is 0.801, CNN is 0.823, Multi_taskLSTM is 0.846, IDM_IDSS 
is 0.837, MaLCaDD is 0.854 and Projected FC_HOA_DNFN is 0.862. Also, 
for 90% data, the accuracy achieved by DNN is 0856, DRN is 0.888, CNN 
is 0.891, Multi_taskLSTM is 0.900, IDM_IDSS is 0.891, MaLCaDD is 
0.902, and projected FC_HOA_DNFN is 0.916. The achievement of pro-
jected FC–HOA + DNFN with the comparative methods, such as DNN, 
DRN, CNN, Multi-task LSTM, IDM_IDSS, MaLCaDD is 6.550, 3.056, 
2.729, 1.746, 2.729 and 1.528%. Fig. 6b indicates sensitivity of the 
methods. For 60% data, the sensitivity achieved by DNN is 0.81, DRN is 
0.835, CNN is 0.846, Multi_taskLSTM is 0.865, IDM_IDSS is 0.857, 
MaLCaDD is 0.874 and Projected FC_HOA_DNFN is 0.894. Also, for 90% 
data, the sensitivity achieved by DNN is 0.853, DRN is 0.888, CNN is 
0.901, Multi_taskLSTMis 0.913, IDM_IDSS is 0.904, MaLCaDD is 0.908 
and Projected FC_HOA_DNFN is 0.923. Fig. 6c indicates specificity of the 
comparative methods. For 70% data, the specificity achieved by DNN, 
DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD, and Projected 
FC_HOA_DNFN are 0.836, 0.860, 0.871, 0.880, 0.871, 0.889 and 0.898. 

4.7.2. Evaluation with K-fold 
Fig. 7 shows evaluation using K-fold validation. Fig. 7a indicates the 

accuracy plot of the methods. For K-fold = 5, accuracy achieved by DNN, 
DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Projected 
FC_HOA_DNFN are 0.793, 0.769, 0.816, 0.838, 0.829, 0.807 and0.842. 
Also, for K-fold = 9, the accuracy achieved by DNN, DRN, CNN, Mul-
ti_taskLSTM, IDM_IDSS, MaLCaDD and Projected FC_HOA_DNFN are 
0.878, 0.837, 0.881, 0.890, 0.881, 0.899 and 0.911. Fig. 7b indicates the 
sensitivity plot of the methods. For K-fold = 5, sensitivity achieved by 
DNN, DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Projected 
FC_HOA_DNFN are 0.793, 0.769, 0.816, 0.838, 0.829, 0.807, and 0.842. 

Also, for K-fold = 9, the sensitivity achieved by DNN, DRN, CNN, Mul-
ti_taskLSTM, IDM_IDSS, MaLCaDD and Projected FC_HOA_DNFN are 
0.869, 0.845, 0.882, 0.894, 0.885, 0.890 and0.899. Fig. 7c indicates the 
specificity plot of the methods. For K-fold = 5, the specificity achieved 
by DNN, DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Pro-
jected FC_HOA_DNFN are 0.803, 0.772, 0.825, 0.848, 0.839, 0.826 
and0.852. and for K-fold = 9, the specificity achieved by DNN, DRN, 
CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Projected 
FC_HOA_DNFN are 0.890, 0.859, 0.893, 0.902, 0.893, 0.901 and 0.913. 

4.8. Comparative discussion 

Table 2 represents the evaluation with K-fold method and training 
data. When the analysis performed by varying the training data, the 
methods like DNN, DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD 
and Projected FC_HOA_DNFN have the accuracy of 0.856, 0.888, 0.891, 
0.900, 0.891, 0.902 and 0.916, respectively. Similarly, by varying the k- 
fold values, the accuracy obtained for Projected FC_HOA_DNFN is 0.911. 
When the analysis performed by varying the training data, the methods 
like DNN, DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Pro-
jected FC_HOA_DNFN have the sensitivity of 0.863, 0.888, 0.901, 0.913, 
0.904, 0.908 and 0.923. Whereas, by varying the k-fold values, the 
sensitivity obtained for Projected FC_HOA_DNFN is 0.899. When the 
analysis performed by varying the training data, the methods like of 
DNN, DRN, CNN, Multi_taskLSTM, IDM_IDSS, MaLCaDD and Projected 
FC_HOA_DNFN have the specificity of 0.867, 0.891, 0.894, 0.903, 0.894, 
0.902, and 0.919. Whereas, by varying the k-fold values, the specificity 
obtained for Projected FC_HOA_DNFN is 0.913. 

Fig. 6. Evaluation methods by varying training data (a) Accuracy, (b) Sensitivity, (c) Specificity.  
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5. Conclusion 

This paper devises productive model for CVD risk prediction using 
the retinal fundus images, which are subjected to pre-processing with 
grayscale conversion to make them suitable for improved processing. 
Then, discovery of the optic disc is made with binarization and circle 
fixing. Next, the blood vessel segmentation is done with deep joint 
segmentation, wherein the dice coefficient and binary cross-entropy are 
integrated to evaluate the distance. Next, mining effectual features are 
done to mine suitable features that include statistical features. Mean-
while, the features are extracted with the input image, like LDTP and 
LGBP. Finally, the prediction of cardiovascular risk is performed with 
DNFN such that the risks are categorized into normal and hypertensive. 
Here, the DNFN is trained with newly developed FC–HOA and is ac-
quired by joining FC and HOA. As a result, the projected FC–HOA-based 
DNFN provide high performance with the highest of 91.6% accuracy, 

92.3% sensitivity, and 91.9% specificity. Future works include consid-
ering other advanced database to check the efficiency of the projected 
model. 
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Abstract
The displacement of a sensor node on the human body to monitor the internal changes of human is an emerging technology. 
The Internet of Medical Things (IoMT) reduces an individual’s fatal problems. Hence, this paper presents the routing protocol 
for wireless body area network (WBAN) based on thermal and link quality and low-cost transmission. First, the number of 
paths is discovered based on the link quality and the thermal effect to transmit the sensed data by the IoMT device. All those 
evolved paths are optimized based on the cost for transmission; the prim’s algorithm achieves this. The price for all paths 
achieved by the prim’s algorithm is stored in the prim table, which will reduce the computation complexity and time. This 
two-stage process makes the proposed routing algorithm adaptive, hence the name Prim Based Link Quality and Thermal 
Aware Adaptive Routing (PLTAAR) protocol. Due to the focus on link quality, the energy utilized by the biosensor node for 
the retransmission of data queuing is reduced, and the thermal aware consideration protects the human from radiation effects 
caused by the IoMT devices. The proposed system model for the medical service is implemented on MATLAB.

Keywords Biosensor · Internet of medical things (IoMT) device · Wireless body area network (WBAN) · Link quality · 
Thermal effect · Prim’s algorithm · Energy utilization

1 Introduction

A wireless sensor network (WSN) can be used in many 
applications. There is a notable advantage of the WSN on 
the internet of medical things (IoMT) (Gardašević et al. 
2020). The WSN is used in healthcare, surveillance, mili-
tary, agriculture etc. (Sharma and Bhatt 2018; Mostafaei 
et al. 2018; Jamal and Butt 2017; Ouyang et al. 2019). One 
of its most important applications is healthcare monitoring 
due to its use for humans results in a wireless body area net-
work. WBAN is a subset of WSN (Abidi et al. 2017), where 
the sensor network is used to sense the health condition 

of the human body (early diagnosis of disease). In many 
instances, the biosensor acts like a personal digital assistant 
(PDA) (Pramanik et al. 2019). The biosensors are low power 
devices; hence, they are well suited to use in the human 
body that does not cause any impact on the human. There 
are three classifications of biosensors: in-body, on-body and 
off-body biosensors, based on their use in humans or patients 
for medical support (Ventura et al. 2019). Although WBAN 
has many advantages, it also has a disadvantage: restricted 
energy, limited memory, low transmission range, and low 
processing power. In addition, due to the heterogeneous 
biosensors (Selem et al. 2019), different quality of service 
(QoS) levels and the reliability and high data quality could 
be provided.

Once the biosensor is placed, it is difficult to exchange the 
sensors every time the energy is exhausted. But, the energy 
exhaustion problem reduces the robustness of the network. 
This is the major research gap faced by the researcher in 
developing an energy-efficient and robust network structure 
for WBAN. Also, when we go for implantable biosensors 
for health monitoring, high security and energy treats are 
found (Hou et al. 2018). Hence, the paper aimed to design 
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a routing on WBAN with effective protocols that provide 
energy management and a robust network structure.

The routing of data from the IoMT devices to the 
authenticated ones involves a three-tier process: inter-
WBAN, intra-WBAN and beyond-WBAN (George and 
Jacob 2019; Wang et al. 2020). The goal of energy-effi-
cient routing protocol through a three-tier process is to 
use low energy for each transfer of the monitored medical 
information, which reduces the sensor network’s opera-
tional cost. The routing methods for the WBAN mainly 
concentrate on energy-efficient routing concerning cluster-
ing process, cross-layered and postural (Bhanumathi and 
Sangeetha 2017).

The energy-aware routing based on WBAN is imple-
mented concerning block chain technology for a lightweight 
and secure communication strategy (Shahbazi and Byun 
2020) but suffers from overhead on the network. The criti-
cal data routing is done by considering the on-body medi-
cal super sensor node (Sagar et al. 2020). The model saves 
energy usage, but computation complexity has a problem. 
Fuzzy control based energy-efficient routing protocol (Wang 
et al. 2021) enhanced the network’s reliability, but lack of 
energy consumption rate. Meanwhile, the robust nature of a 
network would be achieved by considering link quality, the 
thermal and radiation effect and energy efficiency. When the 
IoMT devices operate continuously, then extensive heat is 
generated that will damage the tissues of humans.

Along with that, the IoMT devices emitting electromag-
netic radiation will also affect human health. This will cause 
biological changes to the human organ. The poor link quality 
enables retransmission due to channel fading, interference 
and weak signals. Also, the reduction in the energy level of 
the biosensor will increase the heat dissipation; thus, the 
three metrics are related to each other by the energy.

Several kinds of research are made by considering spa-
tial peak specific absorption rate: a thermal aware routing 
(ATAR) (Ahmed et al. 2021), designed with two threshold 
levels for signal strength indication. The above method 
neglected the problem of link breaches; this motivated us 
to develop an optimal routing scheme by considering above 
mentioned metrics for energy management without any 
health impact using IoMT devices.

This paper proposes a safe and efficient health monitoring 
network by implanting IoMT devices in the human body. 
The information is collected on the central node, which will 
transmit to the authorized user concerning the link qual-
ity, the thermal and radiation effect and energy efficiency 
of each biosensor. The data path between the IoMT device 
and the central node is obtained by considering the path’s 
thermal effect and link quality to reach the destination. For 
low cost transmission, the path achieved by the above con-
sideration is processed by the Prim’s algorithm for select-
ing a single path to reach the destination. In literature, the 

Krushal’s algorithm is widely used for the path selection, but 
the path achieved by the exploration phase will be random. 
The traditional algorithm is not supported for the random 
link; hence the need is to select an algorithm that can select 
a path when subjected to any circumstances. Therefore, the 
prim algorithm is utilized for path selection.

1.1  Contribution

• A WBAN that has mitigated humans’ health effects by 
controlling the heat and radiation dissipated from IoMT 
devices is made.

• To manage energy in the IoMT devices, a two-step 
routing process of path discovery and selection is 
imposed on the SigFox network.

• An adaptive routing scheme is developed by consid-
ering humans' health constraints and the biosensor's 
energy constraints in WBAN.

The paper is structured as follows: Sect. 2 comprises 
various extant routing protocols used in WBAN. Section 3 
is the design of the PLTAAR protocol for the WBAN 
based IoMT. Section 4 comprises an analysis of the rout-
ing protocol, and at last, Sect. 5 is completed by illustrat-
ing the overall conclusion of the work.

2  Related work

The section provides the various routing techniques 
involved in the healthcare monitoring systems.

Saba et al. (2020) proposed a secure and energy-effi-
cient framework (SEF) for the IoMT based on e-health 
care. Here the IoMT were interconnected with the unique 
edges that could be done by assuming a numerical weight 
for each edge. Then the Kruskal’s algorithm was used to 
extract the most value from the sub-graphs. That will opti-
mize the routing decisions of the IoMT sensor with mini-
mum overhead and the used energy by the sensor nodes. 
After all these steps, the patients' medical information was 
kept secured from the malicious nodes using the light-
weight cryptographic method. The routing system of the 
technique involves the sub-graph extraction using a cost 
function, an arrangement of the edge nodes, adding edges 
without cycle and end-to-end minimum cost value.

Al-Turjman and Deebak (2020) proposed the privacy-
aware energy-efficient (P-AEER) protocol for the secure 
routing of medical information. The method minimizes 
cost with improved security and reduced energy con-
sumption against unauthentic access. To have a minimum 
cost function, the criteria used here were the edges of the 
sub-graph connected by several vertices without using 
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the cyclic process. The Krushal’s algorithm formed the 
sub-graph. The cipher block algorithm was used between 
the nodes to verify the encryption chain of the generated 
data block.

Saleh et al. (2018) proposed the energy-efficient frame-
work to reduce the energy consumed by the sensor nodes. 
The model uses the quaternary transceiver with the ampli-
tude or phase modulator to increase the transmission bits, 
which was not achieved in the binary transceiver. The neu-
ral network-based static random access memory was used 
with the cluster-based WSN. That system would reduce 
the consumed power by the sensor node for the transfer 
and the cost of storage.

Ahmed et al. (2019) proposed the thermal and energy-
aware routing (TEAR) scheme for the medical information 
routing with the WBAN. The model minimizes cost for the 
three constraints: energy consumption, heat dissipation, and 
the link quality between the two communicating nodes. The 
model aided in minimising the energy emission that would 
affect patient tissues and enhance the network lifetime. After 
this procedure, the routing on the system was done. The 
transmission power was low for that protocol, directly reduc-
ing the packet collision.

Geetha and Ganesan (2020) proposed the routing proto-
col based on cooperative energy-efficient and priority with 
network coding (CEPRAN). The cuckoo search optimization 
was used to identify the relay node on the group of sensor 
nodes mounted on the body. The energy consumed for hop 
and multi-hops was reduced by incorporating the coopera-
tive approach. The relay node acts as a bridge between the 

nodes and the sink node; thus, the relay nodes occupy the 
place of the gateway node.

Qureshi et al. (2020) proposed the hop selective rout-
ing scheme based on link quality and energy utilization for 
WBAN. That energy-aware routing (EAR) will minimize 
the utilization of energy by the sensor nodes. Then the link 
quality was determined to have the following hop routing, 
enhancing the data transmission. Thus the system makes 
reliable data services. The method adopted the handshake 
mechanism to overcome the issues of network overloading 
by a short message scheme. The control messages in the 
system have information about the residual energy and link 
quality, the data was efficiently routed from this information.

Table 1 shows the energy consumption, throughput, and 
other parameters for 100 s of simulation time.

Several routing methods deal with the WBAN, but few 
researchers have solved the energy consumption problem, 
thermal effect on humans, and link quality issues. Hence 
those parameters are considered for the routing of data by 
IoMT devices.

3  Proposed methodology

This paper performs the routing protocol for the WBAN 
based IoMT. The medical data is gathered on the IoMT 
devices, which transmit this data to the central node using 
the proposed routing technique. The proposed routing proto-
col is based on link quality and thermal aware adaptive rout-
ing. First, the protocol discovers all available paths with high 

Table 1  Comparison of state-of-the-art techniques

Authors Method Performance evaluation Cons

Saleh et al. (2018) Neural network static random 
access memory

Energy consumption = 33.42 J w.r.t 
distance

Due to high energy consumption, 
transmission power would be very 
high along with the heating ratio

Ahmed et al. (2019) Thermal and energy-aware routing PDR = 92.3%
Heating ratio = 0.925 for 40Kbps 

of data rate

The poor lifetime and the model 
were not robust

Saba et al. (2020) Secure and energy-efficient frame-
work

Throughput = 90%
Energy consumption = 0.023 J
PDR = 88%
Link breaches = 7.26%

If the nodes were mobile, many link 
breaches might occur

Al-Turjman and Deebak (2020) Privacy-aware energy-efficient 
routing

Throughput = 80.34%
Link breaches = 12.3%

A complex security system had 
performed

Geetha and Ganesan (2020) Cooperative energy-efficient and 
priority-based reliable routing 
protocol

Throughput = 92%
Energy consumption = 0.58 J
PDR = 93%

Applicable only for the static 
network. Also, link breaches were 
high

Qureshi et al. (2020) Energy-aware routing Throughput = 1247 Mbps
Energy consumption = 0.053 J
PDR = 88%

Quality of link was poor for mobile 
nodes

Ahmed et al. (2021) A thermal aware routing protocol Energy consumption = 14.15 mJ
Heating ratio = 0.92 for 40 Kbps of 

data rate

The quality of the data transmission 
link was affected by the increased 
data rate
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quality and low thermal effects. By exploring these paths to 
reach the destination, the prim’s algorithm makes the cost 
analysis. Then the routable path is selected based on the low 
cost link for transmission, the prim's algorithm achieves this 
step. To reduce the computational time and complexity, the 
cost for all discovered path is calculated and stored on the 
table named prim table. The stored data is used without the 
computation process if any cost for the same path is needed. 
This two-step process makes the protocol an adaptive tech-
nique. Thus the developed protocol reduces the problem of 
poor packet delivery ratio, high energy consumption, and 
high cost transmission.

3.1  Wireless body area network‑based IoMT

In WBAN, the sensor nodes (IoMT devices) are placed 
beneath the skin or on the body to examine the features 
named as temperature, blood pump ECG, muscle pressure, 
EEG, pressure sensor at the leg, etc. The sensors used for 
this type are called biosensors and are used in the IoMT 
field. When the sensor network is used in the IoT, the setup 
will be classified as inter-WBAN, intra-WBAN and beyond-
WBAN. The inter and intra-WBAN can be studied by the 
routing protocol used in the article, whereas the SigFox 
network can do the beyond-WBAN, but its security issues 
are focused on future work. In intra-WBAN, the data is 
routed from the IoMT devices to the base station. In inter-
WBAN, the communication between the biosensor nodes. 
In some cases, the gateway node transmits the data with a 
high energy level. The energy consumption of the biosensor 
node depends on the processing, data aggregation and sensor 
properties of the biosensors.

Here the data sensed by the biosensors are transmitted 
to the gateway node (personal server). It is received by the 

SigFox base station, where the SigFox cloud will direct the 
data to the authenticated users, as shown in Fig. 1. In WBAN, 
the routing protocol is designed with reduced routing overhead 
on the network by considering the thermal effect and energy 
consumption. The dynamic power levels are set to the IoMT 
devices based on the distance for the communication, which 
is a key point for the designed routing system. 

3.2  Prim based link quality and thermal aware 
adaptive routing protocol (PLTAAR)

The IoMT devices will route the sensed data using the adaptive 
routing protocol. The designed protocol is adaptive by utilizing 
the prim’s algorithm and storing the generated cost function 
in the prim table for future use. The data transmission among 
the biosensor node (IoMT devices) will form the inter-WBAN, 
and the data transmission among the IoMT device with the 
personal server is intra-layer. The routing technique focuses 
on the link quality and the thermal effect on the IoMT devices. 
For this, the link quality and the thermal effect are framed as 
shown below:

3.2.1  Thermal effect computation

The change in the thermal effect of human tissue is provided 
by SAR as,

where, E is the electric field and � indicates the electrical 
conductivity of human tissue. The temperature of the tissue 
depends on its density and is represented as � . The change 
in thermal effect of the node a is expressed as,

(1)S
R
=

�|E|2

�

WBAN with 

various IoMT 

devices

Intra-WBAN Beyond-WBAN

Internet

Medical server

Gateway node
SigFox base 

station

Medical Expert

SigFox 

Network

Fig. 1  WBAN structure based on IoMT
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where,Sinitial
R

 is the initial heat in the human tissue and Scurrent
R

 
is the heat on the tissue after several transmissions. This is 
calculated in every biosensor node to initiate the routing 
procedure.

3.2.2  Link quality

The link quality to receive the signal with high strength is 
given by L

a−b
 , a is transmitting node and b is receiving node. 

The link quality is measured at the receiving end; math-
ematically, it is given by,

From the above equation, it is noted that the link qual-
ity depends on the transmitting power of the biosensor 
and receiving power of biosensor, and is denoted as P

a
 

and P
b
 respectively. The link with the least cost is used for 

transmission.

(2)ΔT =

S
current

R

S
initial

R

(3)L
a−b

=
P
a

P
b

The routing technique uses two steps as path diversity: the 
number of path with link quality and thermal effect is taken. 
The next step is routable path selection, where the prim algo-
rithm selects the best path using the minimal cost function.

3.2.3  Path diversity

The medical information is gathered on the biosensor, and 
the sensed information are routed to the IoMT devices. The 
node on the 3D space searches a routable path to direct the 
medical information to the destination of the human body. 
The biosensor will sense the data and transmit the data to 
the destination by considering the axis’s thermal effect and 
link quality. The path to reach the IoMT devices is explored 
based on thermal and link quality in the 3D search space.

The biosensor sense the medical information, if the per-
ceived information is deviated from what the sensor is set, 
then the ALERT information is sent along with the per-
ceived changes. When the transmission is initiated, the route 
to the destination devices is checked for thermal change. If 
any temperature change is perceived, the following workflow 
of Fig. 2 is performed.

When the biosensor node initiates the data transfer, the 
thermal change on the path close to the source node is 
checked. If there is a large thermal change, the data transfer 

NO

YES

Initiate a 

transmission

No transmission or 

reroute

YES

YES

x,y coordinates are 

same

All path for 

destination has 

thermal effect

Have quality in the link 

between source and 

destination?

Thermal change to 

nearer node?

YES

NOYES

NO YES

NO

NO YES

NO

Generate high 

quality path

Z plane thermal 

effect

NO

Thermal effect on 

XY plane

Fig. 2  Path diversity process based on link quality and thermal effect
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is terminated, which saves a lot of energy that is unneces-
sarily drained from the biosensor node at first. If no thermal 
change occurs, the connection quality between the source 
and the intermediate node is checked. If better quality is 
perceived, then the data will be transmitted successfully. 
During the low quality between the two nodes, then the 
thermal effect on the XY plane is noted. For the negligible 
thermal effect on the plane, the coordinates are then checked 
to see whether both coordinates are similar, if so, the path 
is selected. While the coordinates do not match, the entire 
path to the target is examined for the thermal effect. When 
the examined condition is true, the transmission is disrupted. 
The link quality for all the available paths is noticed for the 
transmission.

For the thermal effect on the XY plane, the Z plane is 
checked for temperature change. At this stage, the transmis-
sion is ignored for the high heat dissipation on the available 
path. Else the transmission is checked at the x, y coordi-
nates. At this phase, a number of paths are available for 
transmission; those paths are optimized for low transmission 
cost by the minimum spanning tree algorithm named prim’s 
algorithm.

3.2.4  Path selection

The Prim’s algorithm is used to find the low cost transmis-
sion path on the WBAN network. It has the advantage of 
cost-efficient transmission. Prim’s algorithm works on all 
available path that is achieved during the path diversity 
phase. The selection for this kind of sub-graph flow is due 
to the undirected flow of the subject. The prim’s algo-
rithm gives the interconnection of the biosensor nodes. 
The prim's algorithm randomly plots the edges between 

the biosensor nodes by disjoint sets. To find the mini-
mum cost function for the path to communicate the IoMT 
devices on the prim’s algorithm is used. Here, the minimal 
distance path is not taken for transmission. The distance 
is not considered here. Only the cost for the transmission 
is considered. The prim’s algorithm is used to setup the 
node on the patient by having the minimum cost function.

Prim’s algorithm is a Greedy algorithm that maintains 
two sets of vertices (Iqbal et al. 2017). The edges will con-
nect the two sets at every step and pick only the minimum 
weighted edge. Once the edges are selected, the endpoint 
will move to the edge specified with the minimum span-
ning tree. The interconnection of the biosensor to form 
a complete graph is represented by S having the unique 
edges of U , which is located between the IoMT devices. 
The number of edges that connect the two vertices is 
referred to as cut-in-graph.

At every step, a cut is formed, where the minimum cost 
edge is found, including the vertices set. Figure 4 is shown 
an example to show the working of the Prim’s algorithm 
for a minimal cost function based on the weight. For the 
considered example, there are 18 edges located between 
the vertex that biosensors. The overall routing procedure is 
shown in Figs. 3, 4. Initially, the set is empty, and the cost 
(weight) for each path (edge) is assigned to the vertices. 
For the considered example, the step by step process of the 
minimum cost function is shown below:

Algorithm
Step 1: The initial node for transmitting the data is rep-

resented as D, included in the minimum spanning tree set.
Step 2: When the node is selected, the cost value for the 

adjacent vertices is updated.

Link quality and 

thermal effect based 

path dicovery

Transmit the sensed 

data by the low cost 

path

Store all path 

cost in prim 

table

Outgoing data

Sensed data

Path diversity Path selection

Poor link 

quality

Low 

temperature

Moderate link 

quality

Low 

temperature

Best link

Moderate 

temperature
Prims algorithm 

Select path of 

minimum cost

Fig. 3  Routing of the proposed technique
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Step 3: The adjacent vertices of D are A and G having 
the cost values of 3 and 5, respectively.

Step 4: The sub-graph formed by selecting the mini-
mum cost value is shown in Fig. 5.

Step 5: Then, the path to the next vertex of A is gener-
ated. If the cost value for that path is less than the already 
generated vertex, then the current path is chosen. Else the 
other path is considered. Here the cost value for the B ver-
tex is 9, so it is ignored, and vertex G is chosen to route.

Step 6: Again, the adjacent vertex of the G node 
is explored as E and H, and its cost value is 2 and 4, 
respectively.

Step 7: The minimal cost value is checked, here the 
node E has the minimal cost value as 2, and then this route 
is taken to route the data.

Step 8: At this point, the adjacent vertex of E is B and 
H, where B and H have the least cost value. But the path to 
reach C is adequate with the B since node H involves the 
cost at H-I and I-C, which is huger than the other model.
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Fig. 4  Example model to illustrate prim's algorithm
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The path to travel data on the WBAN is updated by 
the prim's algorithm. The cost of the available path in the 
stage is stored in the prim table for later use without calcu-
lation. The data observed by the IoMT devices is transmit-
ted to the SigFox base station (intra-WBAN), where the 
information is transferred to the authenticated user using 
the internet.

4  Result and analysis

In this paper, the novel method for routing in the IoMT 
device is provided with the consideration of link quality, 
temperature and also the cost for the transmission. The rout-
ing concept focused on the protection of the patient as well 
as the low cost, high delivery rate transmission. Here the 
number of paths is selected by considering the link quality 

and thermal effect on the IoMT devices, which reduce the 
number of retransmission and queuing of the data. This con-
cept reduces the amount of energy consumed by the biosen-
sors. Then these generated multipath paths are checked for 
the low-cost path through the Prim's algorithm. The cost 
for all generated paths is stored in the prim table to later 
use the same path for a different node. This will reduce the 
complexity and computational time for the processing. This 
structure is implemented in the MATLAB platform for the 
analysis and has studied how the data transmission occurs in 
the WBAN using the simulation parameters listed in Table 2.

For the analysis, 14 biosensors are used on the WBAN. 
Those biosensors are considered to implement on the human 
body to monitor the data. The data such as, EEG, EMG, leg 

Table 2  Simulation parameters

Simulation parameter Ranges

Number of nodes 14
Initial energy 1 J
Traffic type CBR
Packet size 22 bytes
Simulation time 200 s
Transmission rate 250kbps
Transmission distance Urban area 10 km

Rural area 40 km
Frequency Urban area 868 MHz

Rural area 902 MHz

Fig. 6  Network structure when 
implemented in the MATLAB

Fig. 7  Energy consumption
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pressure, ECG, bile acid, lung function, right and left retinal 
function, glucose level, insulin, blood oxygen, lactic acid 
content, the orientation of artificial knee. When any IoMT 
device acquires the abnormal data, it will check the acquired 
data with the normal range of the particular element. If there 
are any changes in the data reading, then the IoMT devices 
will send the acquired data to the authorized user to the doc-
tor, the ambulance, or maybe the server. The data routed by 
the left retinal IoMT devices is shown in Fig. 6.

The amount of energy consumed by the IoMT devices for 
the data transmission from the initial energy of 1 J is given 
in Fig. 7. By analyzing the link quality, the routing protocol 
decides whether to transmit the data or not. This reduces 
the number of retransmissions and also reduces the failure 
of data transmission after crossing multiple paths, which 
directly saves the energy used by the IoMT devices for each 
transmission. Thus, the parameters inhibit characteristics of 
network lifetime. The proposed method is compared with 
SEF (Saba et al. 2020), S-EAR (Al-Turjman and Deebak 
2020), CRD (Sagar et al. 2020), E-ERP (Al-Turjman and 
Deebak 2020), EAR (Qureshi et al. 2020) and CEPRAN 
(Geetha and Ganesan 2020). The energy consumption level 
will be raised when the packet delivery rate increases. For 
instance, if the packet delivery rate is 96.7%, 0.015 J of 
energy is consumed from the initial energy content; the 
proposed method's energy consumption is 0.02 J of energy 
utilized by the node when the packet delivery rate is 96.1%. 
This increased energy consumption and reduced delivery 
rate are due to the active states of a node. On the other hand, 
the existing methods like SEF, EAR, S-EAR, CRD, E-ERP 
and CEPRAN show an energy consumption of 0.022 J, 
0.24 J, 0.27 J, 0.33 J, 0.38 J and 0.39 J. The delivery rate 
shows 87.5%, 76.2%, 82.3%, 76.8%, 71.4% and 62.4% for 
the existing methods, respectively.

The packet delivery rate of the proposed routing protocol 
is compared with the other routing protocols like EAR, SEF, 
E-ERP, CRD, S-EAR and CEPRAN, is shown in Fig. 8. The 
packet delivery rate of the proposed method is maintained 
to the level of 95–98% during the simulation process. The 
CEPRAN has a very poor packet delivery rate, proving to be 
an unstable network operation. At the end of the simulation, 
the proposed method has achieved 95% of assured delivery 
whereas, the other methods have achieved only 84.5% by 
SEF, 78.5% of delivery rate by S-EAR, 75% by EAR, 73% 
of delivery rate by CRD, 68.5% of delivery rate by E-ERP 
and 62% of assured packet delivery by CEPRAN. The fig-
ure shows that in the 160 s, the EAR had tried to achieve 
a higher delivery rate than the CRD method. But it has not 
reached the delivery rate of the PLTAAR protocol, which 
outperforms other methods.

The residual energy is plotted against time in Fig. 9. 
Residual energy is the amount of energy left over to operate 
in the network. Due to the reduced number of dead nodes, 
the residual energy in the device is high. The residual energy 
is compared with the extant techniques like SEF, S-EAR, 
CRD, E-ERP, CEPRAN and EAR. At the end of the simu-
lation, the average residual energy available in the node is 
0.95 J, 0.953 J, 0.958 J, 0.964 J, 0.97 J and 0.975 J for EAR, 
CEPRAN, E-ERP, CRD, S-EAR and SEF respectively, 
whereas for the proposed protocol 0.979 J of energy is avail-
able. The proposed method saves smaller residual energy 
than the other extant methods.

H-Ratio is nothing but the heating ratio on the node. The 
H-Ratio of the proposed protocol considered the thermal 
effect, and the parameter is compared with the TEAR and 
ATAR protocols. That protocol also deals with the same 
scenario by considering the heating effect on the biosensors. 
The heating ratio is measured against the amount of data 
rate used for transmission. When the data rate is 40Kbps, 

Fig. 8  Packet delivery ratio Fig. 9  Residual energy
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the proposed method has yielded a 14% improvement over 
TEAR (Ahmed et al. (2019)) and 12% over ATAR (Ahmed 
et al. 2021). This indicates that the proposed protocol is 
well-suited and provides better throughput when the data 
rate is maintained at 40Kbps, the nominal data rate sup-
ported by the protocol. When the data rate is increased to 
100Kbps, the TEAR and ATAR encounter the same heating 
point, and the PLTAAR achieves a 13% improvement over 
the others. This implies that when the data rate increases, 
the heating of the node also increases. Here, the thermal 
constraint routing protocols show a higher temperature on 
the whole network than the proposed model, as shown in 
Fig. 10.

The heating ratio of the 14 considered biosensor node 
readings is plotted in Fig. 11. The figure shows how the 

node heats as the data transfer rate increases. Node 2 has a 
complete H-ratio, which indicates that the number of trans-
missions through that node is high while the transmission at 
node 1 is very small; hence the thermal effect is compara-
tively low. Node 4 has sudden changes or oscillation in its 
thermal effect, which indicate that the transmission through 
that node is suddenly reduced, and it has got huge time to 
settle from its initial value. Similarly, the other nodes 5–7, 9 
and 12–14 also face the same scenario by reducing data rate 
and transmission from the initial heat.

On the other hand, nodes 3, 8, 10 and 11 have encoun-
tered high and approximately stable H-ratio concerning the 
increment in data rate. This implies that the heating of the 
node varies by data rate, transmission requests and time. The 
H-ratios depend on the data rate of the recorded data since 
there is no compromise for reduced data rate of information 
in the medical field.

The link breach shows the breakage of the link after 
several time by violating the laws for the data transmis-
sion. If any links get throttled for the considered number 
of times, a violation occurs on the link that leads to the link 
breaches. For the average simulation time the link breach 
reduction obtained by the PLTAAR is 1.7% from SEF, 1.1% 
from P-AEEF, 8.59% from CRD, 9.9% from S-EAR and 
12.2% from the E-ERP methods. Overall compared with 
the state-of-the-art techniques, the model has reduced the 
link breaches in the network to 6.7%. The link breaches 
are reduced for the proposed routing method, as shown in 
Fig. 12. This is due to the generation of multiple path for 
the data transmission. Creating the link quality-based path 
accessing will reduce the breach in the link.

The network throughput is shown in Fig. 13. Through-
put also gives the amount of data transmission at a given 
time; it is a parameter that proves the robustness of a model. 

Fig. 10  H-Ratio

Fig. 11  H-Ratio for 14 biosensors

Fig. 12  Link breaches
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The throughput is compared with the SEF, P-AEEF, E-ERP, 
EAR, S-EAR and CRD. Initially, the throughput of all the 
comparative methods will be better, and it was based on 
injected energy level for the corresponding network. For 
the simulation time of 200 s, the throughput achieved for 
S-EAR is 50%, for CRD the throughput is 66.7%, 54% of 
throughput is obtained for E-ERP, 75.8% for P-AEEF, 82.5% 
for EAR and 86.7% is achieved for SEF. At the same time, 
the proposed method has achieved the highest throughput of 
approximately 89.3%. The average improvement achieved 
by the proposed method in contrast to the above mentioned 
extant models is 13.61%. At present, the link breach has 
maintained a trade-off between SEF and PLTAAR for simu-
lation of 100 s; hence when the mobility is injected SEF may 
outperform the proposed one. When the time increases, the 
transmission rate on the network will be low due to traffic. 
Hence the term will indirectly indicate the network traffic 
issue.

5  Conclusion

This paper presents the routing protocol for the IoMT 
devices in intra-WBAN. The paper aimed to make a human 
organ protection based node utility routing protocol for the 
patients. The presented two-step routing model has consid-
ered thermal effect, link quality and the transmission cost 
for the safe data transmission in healthcare applications. The 
proposed PLTAAR protocol reduces the number of retrans-
mission on the network by exploring multiple paths for the 
transmission. The proposed protocol was outperformed by 
achieving 13% improvement in H-ratio, 6.7% in reduced 
link breaches and 13.61% improved throughput from the 
extant protocols, thereby satisfying the robust condition 

of energy-efficient protocol in IoMT technology. When 
the mobility of the node is high, then a high level of link 
breaches may attempt to happen on PLTAAR.

This work concentrated on the safe acquisition of data 
from humans. Our future goal is to provide the secure trans-
mission of the collected data to the end-user. That is the 
increase of the security level beyond-WBAN.
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In this paper a morphological filtering algorithm using an exposure thresholding and measures of central tendency has 
been proposed for solving the low contrast of Scanning Electron Microscopic (SEM) images of composite materials for 
accurate Filler Content Estimation. SEM image of a composite material comprises visible morphological structures like 

fillers such as silica nanoparticles. The SEM image analysis via segmentation will assist in the study of distribution of the se 
structures. The estimation of the filler content is more accurate only when the SEM images have proper contrast for analysis 
if not the results lead to less accuracy. To overcome this drawback, we have proposed a preprocessing technique to increase 

the contrast of SEM images. So that the preprocessed image can be used for post processing namely segmentation and hence 

the error is less for filler content estimation. We introduced the transformations using morphological processing to extract 
the bright and darker features of the images. The optimum threshold value is determined by the image exposure. A detailed 
comparative analysis with other existing techniques has been performed to prove the superior performance of the proposed 
method.  

Keywords: Morphological filtering, SEM images, Nanocomposites, Contrast enhancement, Filler, Exposure, image Analysis  

1 Introduction 

SEM image analysis of material like polymer 

composite reveals its several morphological as well as 

mechanical properties. SEM image analysis is used 

for estimation of filler content. An expected result of 

embedding nanoparticles into a polymer matrix is 

enhanced bonding between the polymer matrix and 

filler, which resulting in the nanoparticles high 

interfacial energy1,2.  

SEM image analysis can efficiently quantify  

the morphological structures of the polymer 

nanocomposites3. But it is difficult when the images 

having low contrast. The SEM images have  

been captured through the microscopy and due  

to experimental conditions and bad light leads  to  low  

contrast images and hence it shows effect on the 

accuracy of the filler estimation. By considering these 

problems, there is need for a contrast enhancement for 

SEM images to reduce the error. Hence, we proposed 

a contrast enhancement technique for SEM low 

contrast images. The sample SEM low contrast image 

is as shown in Fig. 1. 

There are several techniques exists for contrast 

enhancement. HE is widely used technique for 

contrast enhancement4-18. It may significantly change 

the image brightness and causes undesirable artifacts. 

The general HE formula for pixel intensity 𝑣 is, 

—————— 
*
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(E-mail: ramesh680@gmail.com) 

 
 

Fig. 1 — Low contrast SEM image sample. 
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𝐻 𝑣 =   𝐿 − 1 
𝐶𝐷𝐹 𝑣 −𝐶𝐷𝐹𝑚𝑖𝑛

𝑚𝑛−𝐶𝐷𝐹𝑚𝑖𝑛

  … (1) 

 

In contrast limited adaptive HE (CLAHE) performs 

contrast limited HE on each blocks5,8. The contrast 

limiting is carried out by clipping the histogram 

before HE and hence, this tends to more localized 

enhancement. Another technique, The QDHE does 

not consider the mean brightness preservation and 

hence, may cause saturation. Other contrast 

enhancement techniques having their own limitations.  

 

2 Materials and Methods 

The SEM image is of size 𝑚 × 𝑛 is denoted by 
𝑓 𝑥 ,𝑦  with𝑥, 𝑦 are pixel coordinates in the width and 

height dimensions, respectively such that 1 ≤ 𝑥 ≤ 𝑚  
and 1 ≤ 𝑦 ≤ 𝑛.  
 

2.1 Morphological Filtering 

Morphological operations namely erosion and 

dilation can be employed for many image analysis  

and meets the condition as shown in Eqn. (5).  
 

𝐻 𝑘 =     𝛿 𝑋𝑡 − 𝑘 

𝑡∈𝑇

                                                                … (4) 

 

 𝐻 𝑘 = 𝑚𝑛

𝐿−1

 𝑘=0

                                                                               … (5) 

 

The average brightness of the luminance image can 

be calculated by, applications like edge detection, 

image enhancement, classification and segmentation. 
The dilation     𝐷𝐺  𝑓, 𝑠 of a SEM image 𝑓(𝑥 , 𝑦) by a 

structuring element 𝑠(𝑢, 𝑣) makes image becomes 

lighter and dark details are reduced. The erosion 
𝐸𝐺  𝑓, 𝑠 of 𝑓(𝑥, 𝑦) by a structuring element 𝑠(𝑢, 𝑣) 

makes image becomes darker and light details are 

reduced. The selection of mask has a key role in 

achieving desired result and reducing calculation 

time. The effect of using morphological operations on 
the luminance image 𝑓(𝑥, 𝑦) will show effect on the 

input image.  

Based on the above two morphological operations, 
define a transformation 𝑇𝑊  𝑓  which is used to 

extract bright features of image by using 3X3 kernel 

as follows: 
 

 𝑇𝑊 𝑓(𝑥 ,𝑦)  = 𝑓 𝑥 ,𝑦 −  𝐷𝐺 𝐸𝐺 𝑓,𝑠 ,𝑠                               … (2) 
 

Conversely, the transformation 𝑇𝐵  𝑓  is used to 

extract darker features of an original image as follows:  
 

𝑇𝐵 𝑓(𝑥, 𝑦)  = 𝐸𝐺 𝐷𝐺 𝑓, 𝑠 , 𝑠 − 𝑓 𝑥 ,𝑦                                  …  (3) 
 

2.2 Image histogram processing 

In a general mathematical sense, a histogram of an 
image 𝑓(𝑥, 𝑦)with intensity levels in the range 

 0,𝐿 − 1   is a function shown in the Eqn. (4) and 

meets the condition as shown in Eqn. (5).  
 

𝐻 𝑘 =     𝛿 𝑋𝑡 − 𝑘 

𝑡∈𝑇

                                                              …    4  

 

  𝐻 𝑘 = 𝑚𝑛

𝐿−1

 𝑘=0

                                                                              …  5  

 

The average brightness of the luminance image can 

be calculated by,  
 

𝐸 𝐻(𝑘) =  𝑖 × p i                                                                   … (6)

𝐿−1

𝑖=0

 

where, 

𝑝 𝑖 = H(i)  H i 

𝑘

𝑖=0

                                                                    … (7)  

Subject to the constraints, 
 

 

𝑝(𝑖) ≥ 0

 𝑝 𝑖 = 1

𝑘

𝑖=0

                                                                                    … (8) 

 

The two extreme values are obtained by using 

histogram of the luminance image, as shown in Eqns. 

(9) and (10). 
 
 𝑓𝑚 𝑥 , 𝑦 = Arg Min

𝑘
 𝑘𝐻(𝑘) > 0                                              …  (9) 

 

 𝑓𝑀 𝑥 ,𝑦 = Arg Max
𝑘

 𝑘𝐻(𝑘) > 0                                            …  10  

 

2.3 Exposure threshold  

An image intensity exposure is defined as the 

amount of lighter per unit area and is obtained by 
Eqn.(11). The normalized range of exposure (𝐸𝑝 ) 

value is 0-1. If  𝐸𝑝  is less than 0.5 indicates the 

underexposed image.   
 
 

 𝐸𝑝 =  
1

𝐿
  𝑘𝐻(𝑘)

𝐿−1

𝑘=0

 𝐻(𝑘)

𝐿−1

𝑖=0

                                                … (11) 

 

The threshold value 𝑇𝐸   related to exposure is 

defined, which assists the contrast value computation.  
𝑇𝐸 = 𝐿 1 − 𝐸𝑝                                                                            …  (12) 
 

2.4 Computation of Contrast 

 Contrast is the separation between the darkest and 

brightest areas of the image. Consider the set based on 
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extreme values from histogram of a luminance image 
is,    𝐴 =  𝑓𝑚 𝑥 , 𝑦 , 𝑓𝑀 𝑥 ,𝑦  . The contrast of a 

luminance image is calculated by using the following 

mathematical expression. 

 

  𝐶 𝑥 ,𝑦 =
1

2
 
𝑓𝑀 𝑥,𝑦 − 𝑓𝑚 𝑥 ,𝑦 

𝐸 𝐴 
                                         … 13  

  
Where 𝐸 .   denotes statistical expected value. 
 

Define parameter by using contrast of an image as, 
 

𝛼 =  𝐿 − 1 ∗ 𝐶 𝑥 , 𝑦                                                                 …  (14)  
 

If 𝛼 > 𝑇𝐸  then contrast defined in Eqn. (15) is 

consider for further processing, otherwise the 

modified contrast is defined by adding a small 

positive quantity ∆  as shown in Eqn. (16). 
 

 𝐶 𝑥 ,𝑦 =
1

2
 
𝑓𝑀 𝑥, 𝑦 − 𝑓𝑚 𝑥, 𝑦 

𝐸 𝐴 
 + ∆                                 …  15  

 

  ∆=
9𝑓𝑚 𝑥 ,𝑦 − 𝑓𝑀 𝑥, 𝑦 

5𝑓𝑀 𝑥, 𝑦 + 5𝑓𝑚  𝑥, 𝑦 
                                                     …  (16) 

 

2.5 Enhanced Image 

The scaling criteria  ′𝛽 ′  for SEM image based on 

contrast, mean brightness and median can be 

computed by using Eqn. (17) as follows.  
 

 
 
 

 
  𝐿 − 1 𝐶(𝑥, 𝑦)

𝐸 [𝐻 𝑘 ]
, 𝑀 𝐻 𝑘  − 𝐸 𝐻 𝑘  < 0

 𝐿 − 1 𝐶(𝑥 ,𝑦)

𝑀[𝐻 𝑘 ]
  ,   𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

                 … (17) 

 

Where 𝑀 𝐻 𝑘   is the median of histogram of  
𝑓 𝑥 ,𝑦 . 

Therefore, in order to get contrast enhanced SEM 
image 𝑓 ∗ 𝑥 , 𝑦 , each pixel intensity value of 𝑓 𝑥 , 𝑦  

is transformed to new intensity value by using the 

proposed transformation function as shown in in  

Eqn. (18).  
 

 

 
 
 

 
  

 𝐿−1 𝐶 𝑥,𝑦 

𝐸 𝐻 𝑘  
  𝑇𝑤  𝑓 + 𝑓 − 𝑇𝐵 𝑓  ,

                        𝑖𝑓 𝑀 𝐻 𝑘  − 𝐸 𝐻 𝑘  < 0

 
 𝐿−1 𝐶 𝑥,𝑦 

𝑀 𝐻 𝑘  
  𝑇𝑤  𝑓 + 𝑓 − 𝑇𝐵 𝑓  ,

      𝑖𝑓  𝑀 𝐻 𝑘  − 𝐸 𝐻 𝑘  ≥ 0

     … (18) 

 

3 Results and Discussions 
 

3.1 Evaluation Measures 

The measures NDE and EBCM, which are usually 

employed to assess the image quality 4-7 and the 

detailed description about these measures discussed in 

the following subsections.  

3.1.1 NDE The entropy of the input image  

𝑓(𝑥 ,𝑦) with n-distinct intensity-levels is defined  

by 4,21, 
 

𝐷𝐸 𝑓 𝑥 , 𝑦  =  𝑝(𝑥𝑖

𝑛

𝑖=1

) log  
1

𝑝 𝑥𝑖 
  

                                        

= −  𝑝(𝑥𝑖

𝑛

𝑖=1

) log 𝑝 𝑥𝑖                                                                … (19)  

 

where,   
 

  𝑝(𝑥𝑖

𝑛

𝑖=1

) = 1 ,      0 ≤ 𝑝 𝑥 𝑖 ≤ 1                                            … (20) 

 

In similar way, the discrete entropy for the contrast 
enhanced image 𝑔 𝑥 ,𝑦  is defined as,     
 

 𝐷𝐸 𝑔 𝑥 , 𝑦  = −  𝑝(𝑦𝑖

𝑛

𝑖=1

) log𝑝 𝑦𝑖                                       …  21  

 

The normalized discrete entropy (NDE) between 
input image 𝑓(𝑥, 𝑦) and enhanced image 𝑔(𝑥, 𝑦)   is 

defined as19, 
 

  𝑁𝐷𝐸 𝑓,𝑔 =
1

1 + 𝜏
                                                                    …  (22) 

 

where       𝜏 =  
 log 256 −𝐷𝐸(𝑔(𝑥 ,𝑦) 

 log  256 −𝐷𝐸(𝑓(𝑥 ,𝑦) 
                                          …   (23) 

 

Where, 𝑁𝐷𝐸 𝑓, 𝑔 ∈  0,1 . For  𝑁𝐷𝐸 𝑓 ,𝑔 >
0.5, the enhanced image has higher DE than that of 

the original image, and vice versa.  
 
3.1.2 EBCM 

In general, the original image has less edge pixels 

than the contrast enhanced image 6. The mean edge 

intensity level denoted by 𝑒 𝑥 , 𝑦  and can be 

calculated by Eqn. (24).  
 

 ℎ 𝑧,𝑤 𝑓(𝑧,𝑤)

(𝑧,𝑤)∈Ψ

 ℎ 𝑧,𝑤                                      … (24)

(𝑧 ,𝑤)∈Ψ

  

 

Where Ψ(𝑥, 𝑦) is the set of all neighboring pixels 

and ℎ 𝑧 , 𝑤  is the edge value. Thus, by using  

Eqn. (25), the contrast of 𝑓 𝑥 , 𝑦  is defined. 
 

𝐶 𝑥, 𝑦 =
 𝑓 − 𝑒 

 𝑓 + 𝑒 
                                                                        …  (25) 

 

Hence EBCM for original image 𝑓 𝑥, 𝑦  is 

𝐸𝐵𝐶𝑀 𝑓 𝑥, 𝑦   as shown in equation (26).  
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  𝐶 𝑥 , 𝑦 

𝑛

𝑦=1

𝑚

𝑥=1

 𝐻 𝑘 

𝐿−1

𝑘=0

  

 

=
1

𝑚𝑛
  𝐶 𝑥 ,𝑦 

𝑛

𝑦=1

𝑚

𝑥=1

                                                                  … (26) 

The contrast improved image should satisfy the 

constraint as shown in Eqn. (27).  
 
 𝐸𝐵𝐶𝑀 𝑔 𝑥 , 𝑦  > 𝐸𝐵𝐶𝑀[𝑓 𝑥 , 𝑦 ]  … (27)  
 

3.2 Comparison  

The proposed preprocessing technique contrast 

enhancement of low contrast SEM images are shown 

in Fig. 2. Besides, the proposed technique will be 

compared with some other our implementation 

methods: HE and CLAHE 9,20 . The proposed 

technique enhanced SEM images along with HE, 

CLAHE techniques applied to the original images for 

better contrast results are shown in Fig. 3 and the 

proposed yields the good contrast enhancement when 

compared to these methods. The histograms of 

original, HE, CLAHE and proposed methods are 

clearly indicates the contrast enhancement better with 

the proposed one and hence, the proposed histogram 

reveals the better enhancement when compared to the 

other methods. which reveals the better enhancement 

when compared to other existing methods. Table 1 

reveals that the NDE19,21 value is best for the proposed 

method and for all images which more than  

0.5 indicates that the entropy closer to original image. 

The EBCM values shown in Table 2 show that the 

contrast image by the proposed method has higher 

values than the original image, showing that this 

 
 

Fig. 3 — Enhancement results of SEM low contrast images of polymer samples: (a) Original, (b) HE, (c) CLAHE, and (d) Proposed.  

 
 

Fig. 2 — Enhancement results of SEM images: (a) low contrast 
image, and (b) contrast enhanced image.  
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method ensures good enhancement of an SEM 

images. 

 

4 Conclusion 

In this paper, a preprocessing contrast enhancement 

technique to enhance the low contrast SEM images 

has been presented based on mathematical 

morphology and contrast via exposure thresholding. 

One more advantage of the proposed technique is that 

no parameters need to be tuned. A detailed 

comparative analysis with other existing enhancement 

techniques such as HE and CLAHE has been 

performed to prove the superior performance of the 

proposed technique. The NDE and EBCM (shown in 

Table 1 and Table 2) indicate the accuracy of the 

proposed technique. The proposed method is useful 

for Preprocessing Technique for estimation of filler 

content during SEM image analysis. In future we plan 

to use the concept of deep learning-based feature 

extraction for segmentation of SEM images using the 

proposed contrast enhanced SEM images for accurate 

filter content estimation.  
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Table 1 — Quantitative measurement results as NDE. 

Image No. HE CLAHE Proposed  
1 

2 

3 

4 

5 

0.2021 

0.3982 

0.3788 

0.4732 

0.3432  

0.2786  

0.5102 

0.2108 

0.2310 

0.5155  

  0.6212 0.5271 
0.6132  0.5763 

 

Table 2 — EBCM results.  

Image No. Original HE CLAHE Proposed 

1 

2 

3 

4 

5 

230.41 

159.35 

146.34 

156.46 

229.27 

169.92 

136.78 

124.17 

127.26 

217.40 

234.41 

127.22 

116.29 

127.43 

176.211 

239.71 

171.43 

162.85 

184.78 

239.57 
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In recent times, different types of particleboards are being preferred in the construction of houses, partitions, furniture 
etc. The production of such materials can be manufactured using rice husk, which has been obtained as waste produced in 
rice millers. Adhesive such as formaldehyde, when exposed to fire, causes toxic flames which are fatal in nature. The basic 
condition for production of particleboards is to check the temperature and humidity content in the rice husk which has been 
done by using DHT 11 sensors i.e., application of Internet of Thing (IoT) erected method. This identification helps in 
finding the suitable temperature through which bio-based adhesives have been prepared. In present study, two different 
types of bio-adhesives namely tamarind with formalin and tamarind with boric acid has been used in manufacturing process. 
The application of IoT erected method follows a complex preparation method but will partially fulfil the job and reduces 
human involvement. Finally, when the proper temperature and moisture level has been measured, the preparation becomes 
easy. After manufacturing the particleboard, the strength has been tested by a three-point bend test and have been compared 
with commercially available boards with formaldehyde base adhesive. 

Keywords: Particleboard, Bio-based adhesive, DHT 11, Sensor, Moisture, Temperature 

1 Introduction 
The manufacturing of particleboards involves 

mixing of wood flakes, jute-stick or any sustainable 
material with a suitable binder or resin1. The 
characteristics such as light weight, density, and 
cheaper cost make particleboards best substitute over 
plywood and conventional wood where strength of the 
material has been compromised. 

Rice Husk is a by-product of rice milling process2,3, 
which includes fine particles of rice, dust, and ash of 
husk. The main components include cellulose  
(25-35%), lignin (26-31%), silica (15-17%), and  
some moisture (7-8%)4. The rice husk collected has 
been dried and weighed after continuous  
subjection to testing until the sample contains no 
moisture content5. In agricultural countries, lots of 
agriculture residues or biomass wastes, such as rice 
husk and woods, are produced every year. The world 
annual production of rice has more than 540 million 
metric tons6,7. 

The key aspect has the utilisation of rice husk and 
rice straw has an important source of renewable 

energy8 where agricultural countries like India have a 
lot of rice and its wastes. 

Adhesives play a major role in production of wood-
based composites. Formaldehyde, urea-formaldehyde, 
and melamine-modified urea-formaldehyde resins are 
the preferred adhesives for producing panels for 
exterior grade9. Emissions of formaldehyde, a 
volatile, colourless gas with strong odour usually 
employed in manufacturing of building materials10,11 
are known to cause throat and nasal congestions, 
burning eyes, headaches, and badly effecting upper 
respiratory system. long term exposure leads to the 
increasing risk of developing cancer12-15. 
Formaldehyde was reclassified as a known carcinogen 
from a group 2A suspected carcinogen by the 
international agency of research on cancer, a division 
in World Health Organisation12 By increasing the 
usage of ‘Green’ materials, the intense exploitation of 
resources can be reduced, the amount of 
formaldehyde content releasing into the atmosphere 
can be controlled, such that the resources can be 
utilized in a sustainable manner. 

Tamarind (Tamarindus indica) otherwise called 
“Indian date,” is a large tree belonging to Fabaceae 

—————— 
*Corresponding author  
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Abstract
Biomedical databases or repositories have scientific information that is evidence based 

and protecting such documents from tampering or non-repudiation is very significant. 
The traditional techniques for the same have limitations in the distributed environments. 
Scientific contributions are to be safeguarded and it is one of the challenging problems. 
Blockchain is the promising technology that can support distributed ledger of transactions 
and thus it is found suitable for protecting biomedical repositories. As blockchain is a 
proven technology associated with crypto-currency known as Bitcoin in finance domain, 
it has plenty of opportunities in other domains. In this paper, a framework that is based 
on blockchain technology (BCT) for protection of biomedical databases with integrity and 
non-repudiation is presented. The framework will have underlying mechanisms to exploit 
blockchain to have a protection service and smart contracts to be more flexible and dynamic 
to adapt new requirements from time to time. The framework is domain specific but can pave 
way for motivation for adapting it to new domains as well.

Subject Classification: 68M25.

Keywords: Blockchain technology, Bitcoin, Smart contracts, Biomedical databases, Document 
protection service, Non-repudiation.

1. Introduction

Blockchain technology is well known for its association with crypto 
currency like Bitcoin in financial domain. It could be used to have a 
distributed ledger of all transactions which is decentralized and made 
accessible to all users. Thus users of Bitcoin gain secure services. A Bitcoin 
cannot be used second time. Any integrity issue can be identified quickly 
due to the consensus mechanism and mining feature with incentives to 
users. Blockchain technology (BCT) became popular with Bitcoin. However, 
the concept of decentralized and distributed ledger of transactions is 
not tied with any domain. Therefore, as studied in [2], [6], [9] and [10], 
it is possible to use distributed ledger technology in different domains.  
Many researchers contributed towards usage of BCT in medical domain. 
Especially efforts were made to apply BCT to biomedical databases in the 

@ E-mail: jsomasekar@gmail.com
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real world. As investigated in [10] BCT is used for secure data sharing in 
healthcare domain. Associated with healthcare domain is the biomedical 
databases such as PubMed. These databases contain evidence based peer 
reviewed scientific articles whose integrity is to be given highest priority. 
In this context, there are possibilities of misusing retrieved biomedical 
documents. The misuse may be in the form of reproducing the content 
differently and using it, making changes in the authorship and so on. 
Non-repudiation is another issue along with data integrity of retrieved 
documents. To overcome the issues aforementioned, the research presented 
in [16] provided a base level solution. However, it is not adequate to have 
a more comprehensive framework that ensures protection of biomedical 
documents from integrity and non-repudiation issues besides having 
flexible and dynamic smart contracts. The contributions in this paper are 
as follows. 

i.  A framework named Biomedical Document Protection System 
(BDPS) is designed to have an application based on BCT to protect 
biomedical documents. 

ii.  An algorithm known as BCT based Biomedical Document Protection 
(BCT-BDP) for safeguarding biomedical documents in terms of 
integrity and non-repudiation is proposed. 

 
The remainder of the paper is structured as follows. Section 2 reviews 

literature on BCT in current applications and issues. Section 3 presents 
the proposed biomedical document protection system. Section 4 provides 
implementation details. Section 5 concludes the paper and provides scope 
of future work.

2. Related Work

This section provides review of BCT security of biomedical 
databases.  Dai et al. [1] used MultiChain platform for implementation of a 
private block chain. They integrated it with a research oriented platform. 
They used Python language for making an administration page using 
Docker with a micro service to monitor the performance of blockchain 
implementation. For data acquisition, they integrated another platform 
known as TrialChain. Zhang et al. [2] presented an AI platform named 
Genie for secure training of medical data. It used Software Guarded 
Extensions (SGX) and blockchain for securing source codes. Tamazirt et 
al. [3] focused on the problem of depending on third parties with a novel 
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approach with security and management strategy besides integration 
of blockchain. It offers a solution to problems in healthcare domain. It 
also helps professionals to share medical document securely. Choudhury 
et al. [4] investigated on a data management framework with blockchain 
containing private channels and smart contracts for secure and confidential 
communications. However, their work lacks regulatory services. Azencott 
[5] studied on the privacy breaches and how they occur in information 
systems. They considered different ethical and legal perspectives in 
the research associated with data protection frameworks. Siyal et al. [6] 
emphasized the importance of blockchain in the contemporary era and 
explored the range of applications it offers in every conceivable domain. 
They also opined that cyber security can be leveraged with blockchain 
technology. Kin and Lee [7] said that blockchain is suitable for healthcare 
applications as they have confidential data. Liu et al. [8] proposed a system 
known as BPDS for secure sharing of Electronic Medical Records (EMRs) 
with privacy preserved. When EMRs are stored, they are secured and index 
is used to have access. At the same time blockchain is used to have tamper-
proof security to transactions. As the medical data leakage is expensive 
and should not occur in the first place, their method provides required 
privacy and security. Thus secure data sharing is accomplished with the 
help of privacy mechanisms and smart contracts. They also integrated it 
with access control mechanism which is based on CPABE. Clauson et al. 
[9] reviewed most relevant literature to understand solutions in the real 
world catering to different fields including healthcare and its supply chain. 
They found critical challenges in data integrity and suggested blockchain 
for data integrity. Ito et al. [11] threw light on challenges associated with 
blockchain based solutions in healthcare industry. They proposed a user-
centric framework named i-Blockchain for controlled usage of healthcare 
data with different applications. Kleinaki et al. [12] explored a notarization 
service for protecting data in biomedical domain. Their service could 
verify the data retrieval as every transaction is recorded with blockchain 
repository. Every query for biomedical data is recorded and thus it ensures 
non-repudiation and confidentiality. Different advantages and challenges 
of using blockchain in healthcare are explored in [14], [15] and [16]. 
From the review of literature, it is understood that the usage of BCT for 
protecting biomedical databases in terms of integrity and non-repudiation 
is inadequate and needs further research for a comprehensive framework 
to safeguard such valuable databases. 
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3. Proposed Framework

3.1 Problem Definition 

Biomedical databases like PubMed have millions of evidence 
based research documents that have been peer reviewed. The rich set of 
documents is being used by users across the globe. However, the data in 
biomedical domain is scientific in nature and sensitive to unauthorized 
changes. The documents retrieved by querying databases should never 
be modified and reproduced in the public domain. This kind of practice 
causes potential risk to human kind especially scientific community in 
one way or other. Different kinds of misuse of the medical documents 
are possible. Therefore, data integrity of retrieved documents and non-
repudiation are very important to protect the sanctity of biomedical 
repositories across the globe. Therefore, the challenging problem is to 
have a technology driven solution to protect biomedical documents with 
data integrity and non-repudiation. 

3.2 The Framework 

A framework is proposed to have a BCT based solution to achieve 
data integrity of retrieved biomedical documents and non-repudiation. 
Besides, it will have smart contracts to be flexible and dynamic to the 
needs of the system. It is named as Biomedical Document Protection 
System (BDPS). Biomedical databases are queries by either user directly 

Fig. 1
Overview of the proposed framework (BDPS)
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or programs in Machine-to-Machine (M2M) distributed environments. 
It is most likely that both kinds of interface are provided by biomedical 
databases like PubMed. 

In the existing approach, the users can access biomedical documents. 
Afterwards, there is no mechanism to track and find whether those 
documents are subjected to changes causing data integrity issues and 
also non-repudiation. These problems are overcome with the proposed 
framework. The overview of the same is provided in Fig. 1. When a query 
is made to biomedical database for which this framework is integrated, 
the queries and the responses to queries are securely maintained with 
document protection mechanism. Smart contracts can help in this regard 
to meet the security requirements. The smart contracts, user queries and 
metadata are maintained in a repository. This repository is exploited 
by the proposed query notary service. Every transaction is subjected to 
security primitives and they are maintained using BCT. Thus a distributed 
ledger of query based transactions is maintained in decentralized fashion. 
This ledger is accessible to all users of the biomedical databases. Then 
all users will be able to mine and gain consensus related to integrity and 
non-repudiation. Therefore, it will create very reliable and dependable 
environment where all stakeholders of biomedical databases can have their 
role to play in a secure fashion. With this framework it is possible to achieve 
the aim of this research for protection of biomedical databases with data 
integrity of retrieved articles and non-repudiation. This framework has 
good prospects which has impact on academia and scientific community 
in successful usage of BCT for different domains other than finance. It 
will have impact on enterprises of different domains to safeguard their 
data and transactions if this framework is employed to their domains. It 
will have huge impact on the users of biomedical databases and providers 
of the same as there will be data integrity and non-repudiation. It helps 
healthcare domains to adapt and safeguard sensitive data from being 
misused. It also provides ideas to have security solutions to banking and 
insurance domains. This kind of service may also help government sector 
in future.

4. Implementation Details

In Implementation of the proposed framework has many important 
components. They include BCT, query service and document protection 
service (in terms of non-repudiation and integrity with respect to evidence 
retrieval). 
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4.1 Blockchain Technology Usage

Blockchain technology when employed for protecting biomedical 
documents, the typical technological solution appears as shown in Figure 
2. It is adapted from [13] which is the underlying mechanism in the 
proposed framework as far as BCT usage is concerned. There are different 
blockchain platforms for application development. They include IOTA, 
Chain, IBM Bluemix Blockchain, Open Chain, HydraChain, Multichain, 
Hyperledger and Ethereum. All of them can be used to develop an 
application with typical scenarios. For protecting biomedical databases, 
the proposed system is realized with the Ethereum platform and solidarity 
language.

4.2 Document Protection Service

This service is crucial in the proposed framework. Its purpose is to 
ensure integrity and non-repudiation pertaining to biomedical database 
evidence retrieval. A wrapper is built to a conventional database to 
exploit BCT. This service is meant for recording all transactions in such a 
way that they follow the procedure illustrated in Figure 2. It tracks data 
consumers and their activities to have evidence retrieval which leads to 

Fig. 2
Blockchain technology usage
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biomedical document integrity and non-repudiation. It provides proof 
of data retrieval which is irrevocable in nature. This will prevent users 
from intentionally repudiating a past transaction. This service is part of 
the framework shown in Figure 1. The contract service of the BCT enables 
realization of this service. The database model is supported with NoSQL, 
Resource Description Framework (RDF) and also conventional structured 
databases like MY SQL. 

4.3 Layers of the Prototype

The service aforementioned is realized with a prototype containing 
three layers. They are known as front end layer, interface (to communicate 
with biomedical databases) layer and contract layer. The front end layer 
provides interaction between user and application or application to 
application in M2M scenarios. The interface layer helps the front end to 
interact with the biomedical databases. The contract layer plays crucial 
role in realizing document protection service. It is the layer with provision 
to collate a query transaction and its results tied to the consumer. Thus 
contracts are managed with data meta data which helps in proving 
evidence of retrieval and repudiation attempts if any. 

4.4 Realization of Service with Solidity Language in Ethereum Platform

Solidity is a high level language which is contract-oriented and 
suitable for realizing BCT. It can be used to adapt BCT for any domain 
specific needs. The document protection service written in Solidity 
language is shown in Listing-1.

pragma solidity ^0.4.18
contract Document_Protection_Service {
   //initialization of values needed for creation of contract
   function getHashValue() view public returns(byte32) {
       //code 
   }
   function getTimeStamp() view public returns(byte32) {
      //code
   }
}

Listing 1: Shows outline of the service contract (part of BCT-BDP 
algorithm)
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The document protection service is realized with the solidity script 
in Listing 1 and along with other scripts. Ethereum BCT infrastructure is 
used to realize the complete framework. The details of prototype execution 
and results evaluation are deferred to next research paper. Therefore, the 
results and evaluation are not in the scope of this paper. Smart contracts 
are defined using Solidity language. NoSQL database such as MongoDB 
is used for storing contracts and the metadata. Front end is a web based 
tool that provides required interface to users. It is made up of Hypertext 
Mark-up Language (HTML), Cascading Style Sheets (CSS), JavaScript and 
Asynchronous JavaScript and XML (AJAX) to be rich in user experience. 
The frontend interacts with PubMed MEDLINE (biomedical database). 
When a new query is made by user, the document protection service 
with exploit the smart contract to ensure that the transaction is associated 
with BCT and a distributed ledger of the transactions is maintained for 
evidence retrieval leveraging integrity and non-repudiation. 

5. Conclusion and Future Work

In this paper, a framework named BDPS is proposed based on 
BCT. It has an underlying service that protects biomedical documents 
from integrity issues and ensures non-repudiation. The service is meant 
for evidence retrieval which is essential in the healthcare industry. The 
proposed framework is realized with Ethereum BCT platform with 
Solidity language. Every transaction of the users is associated with 
blockchain which provides distributed ledger and every transaction can 
be verified by public. Thus it does not allow repudiation and denial of any 
past transactions by users or data consumers. The framework is realized 
with three layers known as front end layer, interface layer and contract 
layer. The first layer provides user to application interface or application to 
application interface. The second layer provides interacting with PubMed 
MEDLINE (biomedical database). The third layer is related to smart 
contracts that are actually used to realize the proposed service. Details of 
experiments and the results evaluation are not in the scope of this paper. 
They are deferred for future work that focuses on the evaluation of the 
framework with the prototype implemented. 
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Diabetic retinopathy (DR) is a progressive type of problem that a�ects diabetic people. In general, this condition is asymptomatic
in its early stages. When the condition progresses, it can cause hazy and unclear vision of objects. As a result, it is necessary to
develop a framework for early diagnosis in order to prevent visual morbidity. �e suggested method entails acquiring fundus and
OCT images of the retina. To acquire the lesions, techniques such as preprocessing, sophisticated Chan–Vese segmentation, and
object clustering are used. Furthermore, regression-based neural network (RNN) categorization is used to achieve expected results
that help foretell retinal diseases. �e methodology is implemented using the MATLAB technical computing language, together
with the necessary toolboxes and blocksets. �e proposed system requires two steps. In the �rst stage, the detection of diabetic
retinopathy via the proposed deep learning technique is carried out. �e data collected from the MATLAB are transmitted to the
approved PC via the IoTmodule known as �ingSpeak in the second stage. To validate the robustness of the proposed approach,
comparisons with regard to plots of confusion matrices, mean square error (MSE) plots, and receiver operating characteristic
(ROC) plots are performed.

1. Introduction

�e medical industry is currently attempting to gain a
signi�cant advantage as the number of wearables, tablets,
and virtual reality applications for Internet of �ings (IoT)
users has grown signi�cantly. In this process, the combi-
nation of image processing with deep learning and data
transfer IoT has become one of the most commonly used
procedures today. An image can be improved or data can be
extracted by using image-processing techniques to perform
various operations to the image. According to the appli-
cation, a picture or a set of characteristics or features can be

generated by this type of signal processing [1]. Image an-
alysts use a number of interpretative basics while working
with visual tools [2]. Digital photographs can be altered
using computers and digital image-processing techniques.
When employing digital approaches, all kinds of data must
undergo preprocessing, augmentation, presentation, and
information extraction.

Colour fundus imaging and OCT are two of the most
common imaging modalities used by an ophthalmologist.
�e colour fundus image depicts the retina’s two-dimen-
sional image quite e�ectively. �e retina’s re�ection on the
fundus camera [3] is captured and used to create a fundus
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image. Image sensors often capture the fundus image, which
is a reflection of the eye’s internal surface. (e retina, retinal
veins, the macula, and the optic disc are only a few of the
visible biological features that are discussed here [4]. (e
distortion of the retina can be seen in a colour fundus
picture. However, it is impossible to gain access to the
deteriorating depth of information. Imaging with the OCT is
mostly employed in the field of ophthalmology to examine
the retinal layers [5]. Ophthalmologists frequently detect
fundus retinal illnesses, the majority of which are the result
of retinopathy [6]. Automating the segmentation of retinal
layers in retinal optical coherence tomography (OCT)
pictures can assist better in identifying and monitoring eye
illnesses [7]. Fundus nerve tissue can be examined using
OCT, aminimally invasive, real-time imaging technique that
provides a microresolution volumetric scan of biological
tissues [8].

In this study, a deep learning-based regression neural
network method for automating the segmentation of retinal
layers using fundus or OCT images as input was tested. For
the best potential results, deep learning techniques are ap-
plied to train the algorithms and learn which eye disease they
are taught for.

Most, if not all, vision-related issues can be diagnosed
and treated at an early stage. Until a few decades ago, digital
image-processing methods were seen as the best option.
Regression networks in combination with deep learning
provide the most accurate classification results of any of the
available methods, traditional or cutting-edge. (e primary
goals of the preprocessing and postprocessing techniques
employed in this study are the reduction of image noise and
the extraction of image characteristics. As a result of the
simple preprocessing and postprocessing procedures
employed here, any anomalies in the retina or macula can
easily be seen.

2. Literature Survey

(is section includes a comprehensive review of the relevant
literature to the study’s findings. (e use of computer-aided
analysis methods, such as automatic segmentation, for
segmenting retinal OCTpictures has grown steadily over the
last few decades. An important and demanding stage in the
development of computer-aided diagnosis systems for oc-
ular illnesses is segmentation of the retina [9]. As an indi-
cator of the health status or illness development, structural
alterations (thickness or area measurements) are often
utilized [10]. To obtain these measurements, the tissue
boundaries must first be segmented [11]. As a result, spe-
cialists must manually mark these limits, which is a tedious
and subjective process that could lead to inaccuracies [12].

Fundus retinal OCT images can be stratified using active
contours, as described in [13]. In order to convert the
segmentation method into a procedure for finding the en-
ergy function’s minimal value, they used continuous curves
and an energy function. High-resolution optical coherence
tomography (OCT) has been described by the authors of
[5, 14]. High-resolution cross-sectional and volumetric
images of the retina are provided by the SD-OCTresults. To

diagnose dry AMD and DME using OCT imaging, the re-
searchers in [15] developed a classification system com-
bining support vector machine (SVM) classifiers and
histogram of oriented gradient (HOG) descriptors [16]. (e
inner retinal layers were not segmented in their proposed
strategy. An OCT-based technique for identifying retinal
diseases has been presented in [17] based on the inception
network. (e OCT algorithm presented with little training
data and trained with nonmedical pictures can be fine-
tuned. Researchers have looked into various methods of
bolstering a diagnosis’ accuracy [18]. Researchers used an
extreme learning machine and probabilistic neural networks
to identify the retinal blood veins. Artificial neural networks
and support vector machines (SVMs) were used by the
researchers in [19–21] for the categorization of diabetic
retinopathy images, respectively, using fundus images as a
source of data for machine learning identification. Data sets
are small and labelling is expensive and time-consuming,
making these studies difficult to implement despite their
promising outcomes.

OCT research has focused on layer segmentation ac-
curacy because it is critical for clinical interpretation. Image
processing approaches such as active contour [22, 23],
support vector machine [24–26], and graph-based algo-
rithms [27–30] have been presented in the literature to
segment retinal layer borders.

It has been demonstrated that deep learning (DL) can
outperform standard methods in a variety of computer
vision and image analysis applications. Consequently, its
application to medical image analysis, including ophthal-
mology pictures, of course, has been prompted by its success
in achieving the desired results by combining regression
networks with current classifiers in order to achieve the
desired results [6, 31, 32]. As a result, it is clear from the
literature that regression-based deep learning procedures, as
well as K-means clustering and morphological processing
combined with IoT procedures, have not been examined.
(is has been identified as a research gap in order to carry
out this work, together with preprocessing and post-
processing techniques involving K-means clustering and
morphological processing.

3. Methodology

(e proposed technique, depicted in Figure 1, begins by
retrieving the retinal OCT and fundus pictures from the
database. To remove undesired artefacts, the images must be
preprocessed using a Gaussian filter and a bilateral filter.
During the filtering process, the Gaussian filter is typically
used, which is a smoothing operator that uses a convolution
approach to blur the images and remove undesired infor-
mation. (is filtering function is commonly used to reduce
noise and details in an image in order to improve the image
structure. (e Gaussian filter uses a Gaussian function,
which describes the normal distribution function, to de-
termine the transformation applicable to each pixel value in
the associated images in a mathematical approach. (e
filtered image is then passed into a bilateral filter, which is a
nonlinear filter that seeks to maintain edges while
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simultaneously reducing noise. �e �ltering procedure is
carried out here by utilizing the geometric proximity as well
as the similarity detected in neighbouring pixels to construct
a �lter kernel. During this edge-preserving smoothing
method, each pixel in the image is replaced by a weighted
average of the nearby pixels.

�e �ltered image is subjected to image segmentation
using the Chan–Vese algorithm which is generally designed
to divide the objects in an image even though a clear set of
boundaries are de�ned. �is algorithm is usually based on
the level set theory which is evolved iteratively for energy
minimization. �is model of segmentation is quite capable
for segmentation of any sort of images that would be di¡cult

by means of classical methods of segmentation which use
thresholding operation or the gradient type of procedures.
Once the image is segmented by energy minimization, the
objects are clustered by means of a k-means algorithm,
which is an unsupervised algorithm used to segment the
region of interest from the background part of an image.

Furthermore, the edge detection process is initiated by
means of the gradient procedure, and the boundary tracing
method for the segmented image is carried out which has
foreground pixels and background pixels. �e tracing of the
boundaries is mainly divided into inner boundary and outer
boundary labelled as one and zero, respectively, during
simulation.

Dataset 

Retinal OCT and Fundus
Images Pre-Processing Gaussian and

Bilateral Filters

Chan-Vese
Segmentation

Object Clustering Via
K-Means Clustering

Edge Detection and
Boundary Tracking

Lesion Detection Morphological
Enhancement

Regression
Networks

Classification
Model

Training Features
(All Retinal Features)

Retinal Ailments

�ingSpeak
IoT Module

Figure 1: Proposed regression model.

Step 1: Import retinal OCT and fundus images from the database
Step 2: Preprocess the images by applying Gaussian and bilateral �lters
%Gaussian �lter as below equation for smooth impulse response and no ringing e�ects
H(u, v) � e−D2(u,v)/2D2

0

Step 3: Image segmentation via Chan–Vese procedures
Step 4: Object clustering via K- means clustering

(i) Choose “k” cluster centres at random.
(ii) Determine the distance between each data point and the cluster centres.
(iii) Assign the data point to the cluster centre with the shortest distance from the cluster centre among all cluster centres.
(iv) Calculate the new cluster centre again.

Step 5: Edge detection and boundary tracking to identify lesions in OCT and fundus images.
Step 6: Carry out morphological enhancement for �lling the gaps in objects
Step 7: Feature extraction and classi�cation using regression deep-learning networks
Step 8: Transmission to remote areas via the IoT module

ALGORITHM 1: Proposed regression algorithm.
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�e resulted image provides the detected lesions which
have active contours and is subjected to morphological
enhancement before the features are extracted. �e feature
extraction is an iterative process which involves a winning
process generally termed as bilinear interpolation. Further
concatenation of histograms is processed to create the block
of features which are normalized to be fed to regression
neural network classi�cation model. �is model needs the
variables to be continuous or real-valued variables (see
Figure 1).

�e regression models involve convolution network
classi�cation and utilize a regression layer in the network for
the purpose of predicting the continuous-valued data. In this

work, the training feature containing retinal issues is also fed
to the model and also the target values indicated by retinal
ailments such as diabetic retinopathy and other retinal
diseases provide the feedback to the model. In the classi�-
cation model, primarily, the SVM classi�er is applied which
is a supervised algorithm utilized for classi�cation as well as
regression issues. SVM uses the kernel procedure to
transform the applied data and �nds the optimal boundary
values. �e obtained values are later fed to the secondary
classi�er of the model represented as naive Bayes classi�er. It
belongs to the supervised learning algorithm family. It assists
in assigning a class to the obtained features from the retinal
imagery.

Final segmentation

Optical cup Segmentation

Image background Green Channel Image OD Region

Image

20 40 60 80 100

Support Vectors
DIABETIC RETINOPATHY
Normal

100
80
60
40
20

Figure 2: Optical disk detection and segmentation of the retinal fundus image.

Figure 3: An iterative process for detecting the boundary of DR-a�ected regions in fundus images.
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In the proposed application, based on the fundus images,
DR-a�ected regions are observed as the region of interest,
whereas in retinal OCT images, the thickness of the layers
between the internal limiting membrane (ILM) and the
retinal pigment epithelium (RPE) is considered as the region
of interest. In this manner, the classi�cation of retinal fundus
and OCT images is established.

�e �nal parameters are passed on to �ingSpeak which
is MATLAB’s IoTcloud such that it can be shared to remote
health centres to have multiple analyses by healthcare
workers and proper treatment in time (Algorithm 1).

4. Experimental Results and Analysis

In a single frame, Figure 2 depicts the optical disc detection and
segmentation interface. Figure 3 shows how the retinal picture
is used in an iterative manner. �e Gaussian �lter and bilateral
�lters are used to preprocess the image. �ere are two types of
smoothing �lters: the Gaussian �lter and the bilateral �lter.�e

Figure 4: Final segmentation of the optical disk region.
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Figure 5: Edge detection and boundary tracing of the DR-a�ected regions.
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Figure 6: An iterative process for clearly marking the DR-a�ected
regions.
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former is a low-pass �lter that reduces noise by showing high-
frequency components in the image and blurring areas of the
image. Each pixel is replaced with a weighted average of the
intensity values from surrounding pixels.

�ese �lters change the appearance of the image by
means of deep learning and smoothing. Later, the image
segmentation process is carried out by means of clustering
and thresholding to provide the �nal optical disc region as
shown in Figure 4. Furthermore, the boundary tracking
process is initiated at an iterative rate as shown in Figure 5,
which clearly shows the marking and tracking of the
boundaries of DR-a�ected regions.

�e same process is further carried out for 60 iterations
for vivid marking of the a�ected region as shown in Figure 6.
Here, the a�ected region is visible in the form of an oval
shape indicated as the region of interest. �e framework as
shown in Figure 7 is utilized for detection of diabetic ret-
inopathy for fundus images. �is framework clearly
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DIABETIC RETINOPATHY
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Read Image
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Figure 7: Diabetic retinopathy detection framework for fundus images.
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2 2.05 2.1 2.15 2.2 2.25 2.3 2.35
x 10-6

4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

6

Normal
DIABETIC RETINOPATHY
Support Vectors

Figure 9: Feature extraction process applied on the test retinal
OCT image.

68
40.5%

0
0.0%

0
0.0%

100
59.5%

100%
0.0%

100%
0.0%

100%
0.0%

100%
0.0%

100%
0.0%

P1 P2
Target Class

O
ut

pu
t C

la
ss

P2

P1

TRAINED DATA Confusion Matrix
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represents the procedures involved such as future extraction
and classi�cation via SVM and Bayes classi�cation
algorithms.

As a second phase of the test retinal OCT image as
shown in Figure 8, performing the aforementioned pro-
cedure is considered in order to display the segmented
layers of ILM and RPE. RPE describes a single layer of
normal polygonal cells organized at the outer surface of the
retina, whereas ILM represents the structural boundary
seen between the vitreous and the retina, which has been
suggested to act as a barrier for a wide range of retinal
therapies; ILM represents the structural boundary between
the vitreous and the retina, and RPE denotes a single layer
of regular polygonal cells organized at the outer surface of
the retina. �e RPE is connected to Bruch’s membrane and
the choroid on its outer side, while the inner side is at-
tached to the outer layer of photoreceptor cells on its inner
side.

Figure 9 explains the process of feature extraction from
OCT images via the clustering process based on support
vectors. Later, a trained data confusion matrix is plotted
between the target and output classes which is shown in
Figure 10 which clearly indicates that the performance with
respect to the true value mentioned in the green boxes shows
the insight into the data set.

Similarly, the test confusion matrix is derived as a �nal
confusion matrix for target and output class variables
as shown in Figure 11, which describes the performance of
the classi�ed and further utilized for which true values are
known. For identifying and classifying diabetic retinop-
athy from OCT images, Figure 12.

To validate the performance of the proposed methodology,
a plot of themean square error (MSE) with respect to iterations
(or) epochs and MSE for both trained data and validation are
represented.�e best MSE, which has to be low, is indicated by
dotted lines on the graphical plot shown in Figure 13. It is
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Figure 11: �e �nal confusion matrix of DR detection in the OCT image.
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Figure 12: Diabetic retinopathy detection framework for OCT images.
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observed that the green line is the validation value, which
means the required MSE after the 46 epochs.

During the same procedure of RNN training, the error
histogram as shown in Figure 14, concerning the training
value at a zero-error line is mentioned as the red color line,

which conveys the position if the error is a lease. Here, the
histogram build with training and validation indicated by
blue and green colours, respectively, is displayed at the zero-
error line after 46 epochs. Similarly, gradient estimation with
respect to validation check after 46 epochs is observed in
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Figure 15 during diabetic retinopathy with respect to OCT
images.

Once training and validation are completed, an
overall set of confusion matrices is derived as shown

in Figure 16 during the detection process. It can be
observed that the two positive values show the optimum
results as indicated in green boxes for target and output
classes.
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Figure 15: Gradient estimation of DR detection in OCT images.
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After the confusion matrix is derived for training,
testing, and the validation procedure shown in Fig-
ure 16, the �nal receiver operating characteristic (ROC)
curve is as displayed in Figure 17, which is graphically
plotted between the false positive rate and the true
positive rate. �e ROC curve is most often used to
display the interrelationship between sensitivity and
speci�city for a cuto� value of the testing procedure. �e
area and the ROC graph must lie between “0.9 and 1.”
Hence, the �nal ROC from our plot reaches the maxi-
mum best value of “1,” and the graphical plot is a linear
progressive plot.

�e �nal parameters are sent to the �ingSpeak module,
MATLAB’s IoTcloud, for which interface dialog box appears
as shown in Figure 18, such that it can be shared with remote
health centres for numerous analyses by healthcare workers
and proper treatment in real time.

5. Conclusion

A robust deep-learning regression technique is used, to-
gether with fundus and OCT layer segmentation and
grouping. Following that, RNN classi�cation using the
support vector machine (SVM) and naive Bayes classi�ers
yields the precise segmented DR impacted regions and
layers. �e suggested procedure was simulated using the
MATLAB programme on a systemwith 8GB RAM and 2GB
VRAM to �nd the best solutions involving image acquisition
and deep-learning toolboxes along with the �ingSpeak IoT
Module.�is work has been carried out on a prototype at the
moment, and it can be extended further using the hardware
setup to reach more population. Comparisons of confusion
matrix plots, mean square error (MSE) plots, and receiver
operating characteristic (ROC) plots are undertaken to
con�rm the robustness of the suggested technique. �e
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Figure 18: �ingSpeak interface for data transfer.
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classification additionally evaluates the normal and damaged
retinal areas using cluster diagrams. (e proposed method
also included confusion matrices to characterize the subtle
performance of the test data based on the true values ac-
quired. As a result, the classification model’s performance
demonstrates an ideal procedure for delivering expected
outcomes by satisfying the statistical constraints specified in
the findings. In order to ensure timely treatment, the final
parameters are sent to(ingSpeak, MATLAB’s IoTcloud, so
that it may be accessed by healthcare staff in faraway
locations.
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Alzheimer’s disease is the neuro disorder which characterized by means of Amyloid– β (A β) in brain. However, accurate
detection of this disease is a challenging task since the pathological issues of brain are complex in identi�cation. In this paper, the
changes associated with the retinal imaging for Alzheimer’s disease are classi�ed into two classes such as wild-type (WT) and
transgenic mice model (TMM). For testing, optical coherence tomography (OCT) images are used to classify into two groups.e
classi�cation is implemented by support vector machines with the optimum kernel selection using a genetic algorithm. Among
several kernel functions of SVM, the radial basis kernel function provides the better classi�cation result. In order to deal with an
e�ective classi�cation using SVM, texture features of retinal images are extracted and selected. e overall accuracy reached 92%
and 91% of precision for the classi�cation of transgenic mice.

1. Introduction

e most common form of disability is neurodegenerative
disease [1, 2]. Because Alzheimer’s disease has such a long
development period, patients can bene�t from frequent
testing and receive early treatment. However, due to their
high cost and limited choice, current clinical diagnostic
imaging techniques do not match the speci�c needs of
screening methods [3, 4]. We made it a priority in this study
to assess the retinal, particularly the retinal vasculature, as a
potential solution for performing dementia assessments in
Alzheimer’s chronic conditions. In�ammatory alterations

may begin 20+ years before neurological dysfunction
manifests, and though the time neurotoxic e�ects manifest,
cerebral deterioration has so far gradually extended. e
Alzheimer’s Society, the National Institute of Health, and
thus the Global Advisory Committee on AD have suggested
a study paradigm given a set of con�rmed indicators con-
nected towards both kinds of abnormalities that are proxies
for AD to identify AD in actual persons [5–7]. All across the
process, �exible scalable neural nets were used. e process
obtained an overall accuracy rate of 82.44 percent using data
from either the UK Biobank. It included a saliency analysis
of this pipeline’s understandability in addition to a high
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classifier shown in Figure 1.+e detection of transgenic mice
is carried out from the input fundus image, but the existing
approaches possess a higher false detection rate which de-
grades the accuracy of the system. Additionally, the fol-
lowing problems are faced in optimal detection of classes
which are listed as

(i) Difficulty in feature differentiation: the detection of
transgenic mice is based on various features such as
texture, color, and intensity, but the differentiation of
these minute features from each other is a hard task
that degrades the computation of accurate diseases

(ii) Class overlapping: the class of input image is also
determined by the existing approaches, but the
limited set of training data of each severity results in
a class imbalance problem affecting the accuracy of
classification

(iii) Improper preprocessing: the execution of conven-
tional proper preprocessing and effective en-
hancement of contrast techniques by the existing
approaches results in difficulty in identifying the
features from the background

+e major objective of this study is to provide precise
classification between theWTand TMM and to compute the
accuracy of the diseases in an accurate manner. +is ob-
jective is achieved by fulfilling the subobjectives which are
listed as follows:

(i) To minimize the level of artifacts in the input image
by performing effective preprocessing of the image

(ii) To maximize the precise identification of features
from the preprocessed image by performing en-
hancement of contrast level

(iii) To effective classify the images into two classes
based on the extraction of significant features

(iv) To determine the features related to the disease
based on the variation in the intensity of the features
for the purpose of diagnosis

2. Related Work

Under [8] article, authors investigated alterations in optic
disc linked with Alzheimer’s disease using the retinal as a
window into the central and peripheral nervous system.
Optical coherence tomography would be used to analyse the
retinas of transgenic mice models (TMM) and wild-type
(WT) of Alzheimer’s disease, and support vector machines
with the radial basis function kernel were used to categorize
the cells in the retina into TMM and WT classes. At the age
of four months, predictions were over 80% accurate, and at
the age of eight months, they were over 90% accurate. In line

with the results, feature extraction of generated fundus
images acquired shows a much more diverse retinal ar-
chitecture in mouse models at the age of eight.

Utilizing coregistered angle-resolved [9] low-coherence
interferometry (a/LCI) and optical coherence tomography,
we obtained insight light scattering data from the retinas of
triple transgenic Alzheimer’s disease (3xTg-AD) mice and
wild-type (WT) age-matched controls (OCT). Visual
guiding and segmentation depths supplied by cross OCT
B-scans were used to obtain perspective dispersion data
from the peripheral nerve layer, outer papillary overlay, and
endodermal epithelial. When comparing vivo mouse cells in
the retina to WT controls, OCT imaging revealed a sub-
stantial weakening of the nerve fibre layer. +e a/LCI
scattering measures offered additional information which
helps to differentiate AD mice by quantifying tissue het-
erogeneity. While compared to the WTmice, the AD mice’s
eyes demonstrated an increased range of values in motor
neuron layer interferometric strength.

In [10], the authors of this article describe the rela-
tionship between retinal image characteristics and cerebral-
amyloid (A) load in the hopes of establishing a benign
method for predicting A deposit in Alzheimer’s illness.
Moreover, while comparing to A+ individuals, a substantial
variation in textural predefined sequence across retina
capillaries and their neighbouring areas was detected in A+
participants. Using the collected characteristics, classifiers
are trained to classify new individuals. Including an effi-
ciency of 85 percent, the classification can distinguish A+
patients from “A” patients.

3. Proposed Work

+is section presents the description of the proposed model
for the classification of transgenic mice using SVMs.

3.1. Preprocessing. For enhancing the information for the
disease diagnosis system, it is necessary to use some of the
preprocessing steps as follows:

(i) Artifacts removal: blurriness, poor edges, and illu-
mination are called as artefacts, which are removed
using the nonlinear diffusion filtering algorithm,
which eliminates all kinds of artefacts and ensures
the image quality in terms of illumination correc-
tion and edge preservation

(ii) Contrast enhancement: low contrast is one of the
important issues of image classification. In this
work, we consider that contrast enhancement is an
optimization problem that intention is to optimize
the pixel values based on the contrasting level of the
input image.

Pre-
processing

Artifacts
Removal 

Feature
Extraction and
Classification

Analysis of
the Results 

Figure 1: Typical flow for transgenic mice.
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(iii) Image normalization: normalization of the image is
valuable to variation of pixel intensity or RGB color
values for retina images that increase the quality of
acquired fundus images by decreasing the equip-
ment and desired noises of the retina images.
Following, the misrepresentations and fluctuations
that happened in the retina images because of in-
exact image internment are recognized.+roughout
the normalization of the image, the learned image is
transformed into predetermined values. +e for-
mula for the estimation of image normalization is
exactly denoted as follows. Image normalization is a
technique of preprocessing that uses certain types of
range as an expected outcome for the given inputs.
It is useful for the prediction of forecasting pur-
poses. Here, we know that there are several ways for
forecasting and also prediction to maintain the large
variations and also forecasting the normalized
values makes the closer. +ere are some existing
normalization techniques that are used for image
normalization, which are as follows:

(i) Min-max normalization
(ii) Z-score normalization
(iii) Decimal scaling

Figure 2 describes the proposed work. In the following,
the description of these normalization techniques is given in
detail.

(i) Min-max normalization: this technique provides the
transformation function for linear cases by the
original values of data which is known as the min-
max normalization technique. +is technique uses
predefined boundary for the specific retina images.
+e min-max normalization for the proposed
technique is estimated as follows:

A �
A − minA

maxA − minA

  ×(D − C) + C, (1)

where A represents the normalized value of min-
max data values and when the predefined boundary
is between the C and D. When the range of values of
A and B is matched between one another is used for
result validation.

(ii) In general unstructured data can be normalized
using Z-score normalization, which is represented as
follows:

Vi
′ �

Vi − E

STD (E)
, (2)

where Vi is the Z − score normalized values of the
input, and E represents the row E of the ith column.

STD (E) �

����������������

1
(n − 1)



n

i�1
vi − E( 

2




, (3)

E �
1

(n)


n

i�1
vi − E( 

2
, (4)

where E is the mean value of the inputs. +is
technique uses five rows such as X, Y, Z, U, and V
for different columns for “N” for each row in which
each row represents the Z-score technique that
applies for computation of the normalized values. So
that the standard deviation of the row is equal to the
zero, then all values for the row are fixed to the zero
values. It also gives the range of values between 0 and
1. In the technique of decimal scaling, the range is
between − 1 and 1. Based on the decimal scaling for
image normalization, it is computed by the following
equation:

v
i

�
v

10j
, (5)

where vi represents the scaled values, v represents the
range of values, and j represents the small integer
Max (vi)< 1. +e above-mentioned techniques can
be useful for discussing the values of normalization.

+e combination of the above three techniques helps in
producing the result, that is, improved min-max decimal
with Z_normalization). +e proposed retina image nor-
malization technique is the advanced and most effective
normalization technique that uses various types of input
images, and also, it produces outputs in the range of 0 to 1.
+e normalization techniques can be possible for taking the
average values as a threshold and then normalizing or
replacing the values of the other side of pixels using themean
and standard deviation.

As compared to the min-max, Z-score, and decimal
scaling techniques for image normalization, the proposed
advanced technique for image normalization produces an

Retina Images
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Extracted Features

SVM Classification

Termination

Detection Results

Samples from Datasets
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Figure 2: Proposed work.
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effective result. +e proposed technique is used for image
normalization that produces the following advantages than
the other existing methods.

(i) Suited for any volume of datasets (large, small, or
medium size datasets)

(ii) Individual pixel-based scaling and transformation
are possible

(iii) Used to make the independent data size
(iv) Set the range between 0 and 1 and have the nor-

malized values
(v) Easy to apply for whole numerical data values

+e proposed innovative normalization technique is
mathematically expressed as follows:

Y �
|X| − 10n− 1

  ×(|A|) 

10n− 1 , (6)

where X represents the particular element of the data, N

represents the number of digits in the element of X, A

represents the pixel element for 1st digit X, and Y represents
the scaled 1 value between 0 and 1. +e proposed model is
applicable for all types of input lengths to the full types of
integers. +is technique is different than the existing nor-
malization approaches which are as follows:

(i) Changed from the unstructured to the structured
one.

(ii) Purpose of formulation/scaling.
(iii) All the inputs are numerical data only.
(iv) Low light enhancement: recent methods for low

light enhancement methods are not assured for
applying in low light environments. In order to
design the new method for low light enhancement,
it should focus on the following.

(v) Enhance the efficiency and robustness of the low-
light image enhancement algorithms, and the pre-
vious methods are not supported for insufficient
techniques tomeet theneedsof current applications.

(vi) +is method should be able to adjust for the dif-
ferent types of images on different scales to pro-
duce an extraordinary result.

(vii) Minimize the complexity (time, space) for overall
computations that are available to all the methods.
+is satisfies the practical application, and also,
real-time images must be supported to use this.

(viii) Most of the existing techniques are used for longer
operations and hence take more processing time.
And still, it leads to two problems such as detail
ambiguity and color deviations.

(ix) Establishes the higher quality of the image eval-
uation in which image information recovery and
color recovery functions are used for adjusting the
low light enhancements.

To address these issues for this step, multiscale Retinex
theory is proposed, which is a color restoration method that
processes the image quality for further enhancement using
the single-scale Retinex or multiscale Retinex method. +is
algorithm is applied for 3 kinds of color channels such as R,
G, and B separately. +us, here, the original image is con-
verted into the number of channels. +is avoids the color
distortion issue. For each algorithm, the color recovery
factor C is computed. +is computes the proportional re-
lationship between the R, G, and B channels. +is mathe-
matically expressed equation is as follows:

Ci(x, y) � Fi

Ii(x, y)


3
i Ii(x, y)

, (7)

where F represents the function for mapping the color
values, and the performance of the best color intensity values
for restoration and recovery helps in mapping the function
in which logarithmic is used for computations of color
recovery.

Ci(x, y) � β × log(α)
Ii(x, y)


3
i Ii(x, y)

, (8)

where α and β are the mathematical expressions for variables
in which logarithmic function is computed and rewritten as
follows:

MRT � log Ri(x, y), (9)



k�1

N

Ciwk log Ii(x, y) − log Gk(x, y) × Ii (x, y)  . (10)

+is algorithm considers the merits of the convolution
operation using Gaussian computations. For the multiscale,
that is, small, medium, and large range of patches yield good
ideal effects. +e performance of color restoration is im-
proved using the color recovery factor values since it is
updated for concurrent iterations.

3.2. Feature Extraction. +e gray level co-occurrence matrix
captures numerical features of a texture using spatial rela-
tions of similar gray tones. +e following are the features

Table 1: Statistical GLCM features-22.

Feature name Description
Autocorrelation Sum of squares
Contrast Sum average
Correlation 1 & 2 Sum variance
Cluster prominence Sum entropy
Cluster shade Difference variance
Dissimilarity Difference entropy
Energy Information measure of correlation 1 & 2
Entropy Inverse difference normalized (INN)
Homogeneity 1 & 2 Inverse difference moment normalized
Maximum probability
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derivable from a normalized co-occurrence matrix in
Table 1.

3.2.1. Computation of Textural Features from Normalized
GLCM.

Energy:
measures the uniformity (or orderliness) of the gray
level distribution of the image
Range� [0 1]


i,j

p(i, j) � 0.1662 + 0.0832 + 0.0422 + 0.0832+

0.1662 + 0 + 0.0422 + 0 + 0.02502 + 0.0422.
(11)

Homogeneity: measures the smoothness (homogeneity)
of the gray level distribution of the image; range� [0 1]


i,j

p(i, j)

1 +|i − j|
� 0.8155. (12)

Table 2: List of features.

S.No Feature Formula Description

1 Autocorrelation i,j(ij)p(i, j)
It measures the coarseness of an image and evaluates the linear spatial

relationships between texture primitives.

2 Contrast i,j|i − j|2p(i, j)

Represents the amount of local gray level variation in an image; a high
value of this parameter may indicate the presence of edges, noise, or

wrinkled textures in the image.

3 Correlation 1 i,j(j − μy)p(i, j)/σxσy

Gives a measure of how correlated a pixel is to its neighbor over the
whole image.

4 Correlation 2 i,j(ij)p(i, j) − μxμy/σxσy

Gives a measure of gray level linear dependence between the pixels at the
specified positions relative to each other.

5 Cluster shade i,j(i + j − μx − μy)3p(i, j)
Cluster shade and cluster prominence are measures of the skewness of

the matrix, in other words the lack of symmetry.
6 Cluster prominence i,j(i + j − μx − μy)4p(i, j) Gives a measure of local intensity variation.

7 Dissimilarity i,j|i − j|p(i, j)
Dissimilarity measure belongs to the contrast group of texture metrics.

Gives a measure of dissimilarity.

8 Energy i,jp(i, j)2
Measures the uniformity (or orderliness) of the gray level distribution of
the image; images with a smaller number of gray levels have larger

uniformity.

9 Entropy − i,jp(i, j)log(p(i, j))
Inhomogeneous images have a low entropy, while a homogeneous scene

has high entropy.

10 Homogeneity 1 i,jp(i, j)/1 + |i − j|
Gives a value that measures the closeness of the distribution of elements

in the GLCM to the GLCM diagonal.

11 Homogeneity 2 i,j1/1 + (i − j)2p(i, j)

Measures the smoothness (homogeneity) of the gray 12level distribution
of the image; it is inversely correlated with contrast—if contrast is small,

usually homogeneity is large.
12 Maximum probability MAX p

i,j

(i, j) Gives a measure of max. Frequency of occurrence of pixel pairs.

13 Sum of squares: Variance i,j(i − μ)2p(i, j)
Measures the dispersion (with regard to the mean) of the gray level

distribution.
14 Sum average 

2Ng
i− 2 ipx+y(i) Measures the mean of the gray level sum distribution of the image.

15 Sum variance 
2Ng
i− 2 (i − [

2Ng
i− 2 ipx+y(i)])2

Measures the dispersion (with regard to the mean) of the gray level sum
distribution of the image.

16 Sum entropy − 
2Ng
i− 2 px+y(i)log px+y(i) 

Measures the disorder related to the gray level sum distribution of the
image.

17 Difference variance 
2Ng
i− 2 (i − [

2Ng
i− 2 ipx− y(i)])2

Measures the dispersion (with regard to the mean) of the gray level
difference distribution of the image.

18 Difference entropy − 
2Ng
i− 2 px− y(i)log px− y(i) 

Measures the disorder related to the gray level difference distribution of
the image.

19 Information measure of
correlation 1 HXY − HXY1/max HX, HY{ } H is the entropy. HXY1 � − i,jp(i, j)log(px(i), py(j)).

20 Information measure of
correlation 2

����������������
1 − e[− 2(HXY2− HXY)]

√
HXY2 � − i,jp(i, j)py(j)log(px(i), py(j)).

21 Inverse difference
normalized (IDN) 

Ng− 1
i�0 p(i, j)/1 + (|i − j|/N)

IDMN and IDNmeasure image homogeneity as it assumes larger values
for smaller gray tone differences in pair elements. It is more sensitive to
the presence of near diagonal elements in the GLCM. It has maximum

value when all elements in the image are same.

22
Inverse difference

moment normalized
(IDMN)


Ng− 1
i�0 p(i, j)/1 + (|i − j|2/N2)
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Table 3: List of shape features.

Sl.No Feature Formula Description

1 Circularity C � 4πArea/(Perimeter)2
A measure of roundness or circularity (area-to-perimeter ratio) can be obtained as
the ratio of the area of an object to the area of a circle with the same convex
perimeter.1-for a circular object and <1 or >1 for an object that departs from

circularity.

2 Eccentricity E � axislengthshort/axislengthlong
Eccentricity is the ratio of the length of the short (minor) axis to the length of the

long (major) axis of an object. Range: 0 to 1.

3 Orientation θ � 1/2tan− 1(2μ11/μ20 − μ02)
+e orientation is the angle between the horizontal line and the major axis. It

indicates the overall direction of the shape. Range: − 90° to 90°

Support Vector

Margin

Optimal Hyperplane

Class A Sample 
Class B Sample 

Figure 3: SVM for classification of transgenic mice.

(a) (b)

(c) (d)

Figure 4: (a) and (b) retinal images, and (c), (d) OCT images.
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Contrast: Tables 2 and 3 give a measure of the intensity
contrast between a pixel and its neighbor over the
whole image

Range� [0 (size(GLCM,1)-1)2]

3.3. Classification. For the classification of retinal images
into two classes such as WTand TMM, SVMs are used, and
the optimum kernel function is selected from the set of
kernel functions for the classifications. Figure 3 discusses the
pictorial representation for the classification using SVMs.

4. Experimental Results and Discussion

+is proposed work is mainly implemented to provide
precise classification between the WT and TMM for ob-
tained accuracy of the diseases in an accurate manner. +is
proposed work undergoes preprocessing and feature ex-
traction. +e preprocessing technique is performed to
minimize the level of the artifacts in the input image, and the
enhancement of the contrast level is performed to increase
the precise identification of features from the preprocessed
image. +en, feature extraction is implemented to classify
the images into two classes based on the extraction of sig-
nificant features in an effective manner.

In this section, the performance of the proposed model is
implemented for the sum of images in the dataset in Fig-
ure 4. Table 4 describes the confusion matrix for the two
classes with the use of four kinds of metrics.+e definition of
each metric is given below, and classifier performance is
shown in Table 5.

(i) True positive (TP) is the no. of candidates correctly
identified as TMM

(ii) False positive (FP) is the no. of candidates incor-
rectly identified as TMM

(iii) True negative (TN) is the no. of candidates correctly
identified as non-TMM

(iv) False negative (FN) is the no. of candidates incor-
rectly identified as non-TM

Sensitivity �
TP

TP + FN
�

18
18 + 06

� 75%, (13)

Specificity �
TP

TP + FN
�
1643
2256

� 72.82%, (14)

FPR � (1 − Specificity) �
TP

TP + FN
�

613
2256

� 0.271,

(15)

Accuracy �
TP + TN

TP + FN + TN + FP
�
1661
2280

� 72.85%. (16)

5. Conclusion

Alzheimer’s disease is a progressive neurodegenerative ill-
ness defined by the presence of Amyloid–(A) in the brain.
Nevertheless, because the degenerative concerns of the brain
are complicated in classification, precise detection of this
condition is a difficult process. +e abnormalities in retinal
fundus images for Alzheimer’s disease are divided into two
categories in this paper: wild-type (WT) and transgenic mice
model (TMM). Optical coherence tomography (OCT)
pictures are utilised to classify the patients into 2 categories
for assessment. SVMs are used to classify the data, only with
the best kernel selected via an evolutionarymethod.+e RBF
kernel function outperforms the other SVM support vectors
in terms of accuracy. +e textural properties of retinal
fundus images are used to deal with just an efficient cate-
gorization utilising SVM. +e overall accuracy reached 92%
and 91% of precision for the classification of transgenic mice.
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Abstract
Animal conservation is imperative, and technology can certainly assist in different ways. The extinction of endangered

species like tigers and elephants has boosted the necessity for such efforts. Human–elephant collision (HEC) has been an

active area of research for years. Apart from deforestation, the roads and rail tracks laid down through forest areas

intervene a lot in wildlife. Collisions and tragedies are every day, especially in green belts in India and other Asian

countries. Therefore, it is crucial to develop vision-based, automated, warning-generating systems to identify the animal/

elephant near-site. In the proposed work, different deep learning-based models are proposed to identify elephants in image/

video. Several convolutional neural network (CNN)-based models and three transfer learning (TL)-based models, i.e.,

ResNet50, MobileNet, Inception V3, have been experimented with and tuned for elephant detection. All the models are

tested on a synthesized dataset having about 4200 images built using two public datasets, i.e., ELPephant and RailSem19.

Two accurate CNN and transfer learning-based models are presented in detail. These highly accurate and precise models

can alarm the trains and generate warning signals on site. The proposed CNN and inception network demonstrated high

accuracy of 99.53% and 99.91%, respectively, and are remarkable in identifying elephants and hence preventing HEC. The

same model can be trained for other animals for their preservation in similar scenarios.

Keywords Human–elephant collision � Rail track monitoring � Deep vision � Data augmentation � Transfer learning

1 Introduction

Animal mortality is becoming a critical concern worldwide

as it is disturbing ecological balance, and many animal

species are being endangered. The International Union for

Conversation of Nature (IUCN) has already endangered the

Indian elephant. Particularly in India, human life is

intrinsically entangled with the giant animal elephant.

Whether it is culture, mythology, or the Hindu custom,

elephant is considered a sacred animal and the symbol of

intellectual strength. In Hinduism, every auspicious work

usually starts with a prayer to the elephant-faced Ganesh.

Nevertheless, the life of elephants is full of struggle in

the present scenario. Due to much human intervention in

their habitat, it is an endangered species now. The reason

could be the costly ivory tusk of the mammal, the defor-

estation by the greedy human beings, or collision with

humans; at the receiving end are the elephants (Langbein

2011; Morse et al. 2014). Poaching of elephants is a

common incident, and the government is taking serious

action to prevent this. Wild-life sanctuaries and parks have
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been made to preserve their habitat. But despite these

efforts, the collisions and mishappening due to train acci-

dents are causing a great loss. In Asian countries like India,

trains are the cheapest and mass transport mechanism.

Several rail tracks exist in/near the green zone or forest

areas for connectivity. Small, hasty animals are alert

enough to act upon whenever they feel and realize the

danger of trains, while bulky animals like an elephant

could not manage to save themselves and hence lose their

life. The human–elephant collision has become a signifi-

cant research point owing to a declining number of Ele-

phants. Various alert systems and barriers have been placed

at binding sites but still take a significant toll on elephants.

Many researchers have worked on the impact of railway

tracks being passed through the forest area. Others studied

the statistics of elephants killed by train collisions over the

past few years (Chythanya et al. 2020) and measures taken

by the Govt. of India in handling the issue meticulously.

Much effort has been put into the identification and

tracking of animals using computer vision-based tech-

niques. Three main approaches are widely used in the lit-

erature to study these problems. The first category of

research is based on aerial images captured from unmanned

aerial vehicles (UAVs) (Kellenberger et al.

2017, 2018a, b, 2019; Rey et al. 2017). However, the

challenge is that difference between aerial and ground

imagery is likely to make identification difficult. The sec-

ond category of research corresponds to motion-triggered

cameras to trap animal images (Chen et al. 2014; Ren et al.

2015; Redmon and Farhadi 2017; Schneider et al. 2019;

Beery et al. 2018). Methods based on deep learning (Chen

et al. 2014), Faster RCNN (Ren et al. 2015), and YOLOv2

(Redmon and Farhadi 2017) are used for video segmenta-

tion to extract the animal movement from the still back-

ground. However, these methods face difficulties in

generalizing to new environments. The third category

involves real-time videos captured using ground-level

cameras (Mönck et al. 2018; Patman et al. 2018). These

types of surveillance and safety applications are much rarer

in the literature, and hence this motivated us for the present

work.

Image processing powered with machine learning and

deep neural networks has already given promising results

in similar real-time applications. Many attractive solutions

for plant disease identification (Gadekallu et al. 2020) and

plant species identification (Kumar et al. 2019a) have been

explored. Deep learning solutions can be combined with

optimization algorithms to solve complex problems like

hand gesture classification (Gadekallu et al. 2021).

Recently, a multilayer feedforward neural network-based

approach is proposed for human–robot collision detection

(Sharkawy et al. 2020). Similarly, a collision-avoidance

system is proposed for a biomimetic autonomous

underwater vehicle using an artificial neural network

(Praczyk 2020). The major challenge is developing a fast,

low-cost, and accurate solution that can be achieved using

deep learning models. Hence, the use of deep learning for

the detection of human–elephant collision needs to be

explored. Thus, the main contributions of this paper are:

1. To review the existing efforts for human–elephant

collision prevention

2. To propose an accurate CNN architecture for elephant

detection on the rail track

3. To explore the usage of transfer learning (TL)-based

models for efficient detection of the elephant in

different positions on rail track so that an efficient

alert system can be implemented

4. To experiment with three TL models, i.e., ResNet50,

MobileNet, and Inception V3, for precise identification

of elephant on track

5. A complete model for alarm generation to avoid HEC

and hence animal conservation.

2 Related literature

Many researchers have worked on identifying animals in

images/videos that help prevent human and animal colli-

sions. Animal detection algorithms using machine learning

and deep learning are emerging. Koik and Ibrahim (2012)

and Tanwar et al. (2017) presented a literature survey on

animal detection methods using digital images. We have

conducted a survey on the existing contribution on HEC,

and the summary is shown in Table 1.

Several effective approaches for animal detection and

tracking have been proposed (Tweed and Calway 2002;

Ramanan and Forsyth 2003; Hannuna et al. 2005; Bur-

ghardt and Ćalić 2006; Farah et al. 2011; Mammeri et al.

2014; Sharma and Shah 2016; Norouzzadeh et al. 2018;

Raja et al. 2018; Devost et al. 2019; Zotin and Proskurin

2019; Backs et al. 2017; Bı́l et al. 2019; Jayakumar et al.

2020). Sharma and Shah (2016) proposed real-time animal

detection and collision avoidance system using a computer

vision technique. Norouzzadeh and Nguyen (2018) per-

formed identifying and counting wild animals in camera-

trap images with deep learning. The prevention of wild

animals from accidents using image detection and edge

algorithm was studied by Raja et al. (2018). Devost et al.

(2019) proposed a new automated tool for animal detection

in camera trap images. Zotin and Proskurin (2019) per-

formed animal detection using a series of images under

complex shooting conditions.

Backs et al. (2017) proposed low-cost electronic-based

devices to avoid train collision with animals on track. They

performed testing on Bayy National Park and Yoho
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National Park, where grizzly bears, Black bears, Wolves,

and Moose were found to be killed in large numbers. The

first method uses two paired devices placed distantly. The

first device detected the passing train and sent information

to the paired warning device placed at a high striking rate

position. Another method includes predicting train arrival

time at a distance hypothetically considered as 200 m and

activates an integrated warning mechanism at the desired

time. Random Forest classification models were used with

tenfold 10-repeat cross-validation, and an 80% detection

rate was claimed. Bill et al. (2019) categorized HEC as

occurrences in the cluster and outside the cluster. The

kernel density estimation (KDE) method was extended

with a Monte Carlo simulation called KDE ? to identify

more significant clusters. They achieved a 95% confidence

interval, and road width, shrubs, and habitat type were

observed as the most significant variables. Jayakumar et al.

(2020) proposed animal detection using a deep learning

algorithm.

Other authors made efforts for the detection and tracking

of elephants specifically (Venkataraman et al. 2005;

Ardovini et al. 2008; Vermeulen et al. 2013; Zeppelzauer

2013; Sugumar and Jayaparvathy 2014; Zeppelzauer and

Stoeger 2015; Shukla et al. 2017; Mandal and Bhutia 2018;

Marais 2018; Dhanaraj and Kumar Sangaiah 2018; Kumar

et al. 2019b; Ravikumar et al. 2020). Initially, feature

extraction was used to detect elephants in frames. Sugumar

and Jayaparvathy (2014) used images captured with a

Table 1 Summary of contribution for prevention of human–animal/elephant collision

Approaches applied for Author Proposed method

Animal detection and

tracking

Tweed and Calway (2002) Movement track model using condensation particle filtering

Ramanan and Forsyth

(2003)

Temporal coherency-based model for animal detection

Hannuna et al. (2005) Animal gait identification model

Burghardt and Ćalić (2006) Haar-like feature extraction with Adaboost classifier-based model

Farah et al. (2011) A robust method to track animals and determine their motion pattern

Mammeri et al. (2014) Two-step classification system using LBP-Adaboost followed by HOG-SVM

Classifier

Sharma and Shah (2016) Animal detection and collision avoidance system using Computer Vision

Norouzzadeh and Nguyen

(2018)

Automatically identifying, counting, and describing wild animals in camera-trap

images with Deep Learning

Raja et al. (2018) Image identification using an edge detection algorithm

Devost et al. (2019) Automated tool for animal detection in camera trap images

Zotin and Proskurin (2019) Animal detection using a series of images under complex shooting conditions

Backs et al. (2017) Hebb’s Law of a learning-based model

Bill et al. (2019) Kernel density estimation-based model

Jayakumar et al. (2020) Animal detection using a deep learning algorithm

Elephant detection and

tracking

Venkataraman et al. (2005) Satellite image-based elephant position of African elephant

Ardovini et al. (2008) Ear shape-based model for an elephant identification system

Vermeulen et al. (2013) Unmanned aerial vehicles at the height of 100mts for tracking

Zeppelzauer (2013) Automated detection of elephants in wildlife video

Sugumar and Jayaparvathy,

(2014)

Image feature extraction and similarity matching model based on Euclidian and

Manhattan distance

Zeppelzauer et al. (2015) Color model-based elephant detection

Shukla et al. (2017) Computer vision framework for detecting and preventing human–elephant collisions

Mandal et al. (2018) Unsupervised Artificial Neural Network model using Geophone Sensors to detect

elephants

Marais et al. (2018) Automated elephant detection and classification from aerial infrared and colour

images using deep learning

Dhanaraj and Sangaiah et al.

(2018)

Elephant detection using boundary sense deep learning (BSDL) architecture

Kumar et al. (2019b) Detection of wild elephants using image processing on Raspberry Pi3

Ravikumar et al. (2020) Transfer learning-based MobileNet model for elephant detection
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camera mounted on towers or trees and sent to a distant

base station through an RF network. Image feature

extraction and similarity matching based on Euclidian and

Manhattan distance was done with the help of multilevel

wavelet coefficients obtained Haar wavelet decomposition

of the image. K-means clustering is used to cluster images,

and F-Norm theory was employed to identify the need for

sending warning SMS. The researchers used an optimized

distance measure that gave an 18.5% better performance

than other measures. Zeppelzauer (2015) implemented the

detection of elephants in wildlife videos. Shukla et al.

(2017) discussed a computer vision framework for detect-

ing and preventing human–elephant collisions. The author

mentioned that vision-based approaches are more reliable

as compared to other techniques. The researchers used deep

conventional neural networks to recognize elephants and

elephant faces and track the movement of an animal with a

warning message in case of conflict. The researchers made

use of the transfer learning model Alex-Net with 4096 9 1

dimension. This representation is fed to support vector

machines for binary classification. The work was carried

out using a dataset of twelve videos comprising 500 images

of elephants. The researchers claim to achieve high preci-

sion of 98.6%. The particle filter method with a color

change from Blue to Red is used to detect human–elephant

collisions.

Mandal et al. (2018) proposed an unsupervised artificial

neural network model using Geophone Sensors to detect

elephants near the railway tracks, which is supposed to

activate Bee sound or virtual cracker fire sound to scare out

the Elephant. Marais (2018) proposed automated elephant

detection and classification using aerial infrared and color

images using deep learning. Similarly, Dhanaraj and San-

gaiah (2018) did elephant detection use boundary sense

deep learning (BSDL) architecture. Kumar et al. (2019b)

performed the detection of wild elephants using IOT-based

solution. Finally, Ravikumar et al. (2020) proposed

MobileNet architecture for successful elephant detection.

The problem of elephant mortality on railway tracks is

persistent, and certainly environmental activists trying to

throw light on this problem through social media may

sometimes face cyberbullying by a few vested interest

groups including poachers, smugglers, road contractors,

railway contractors or politicians, etc. Cyberbullying using

text in social media has attracted a few research works in

the recent past with advances in deep learning. The authors

of Iwendi et al. (2020) have researched identifying cyber-

bullying in social media; they worked on the Kaggle data

set to find insults based on messages in social media con-

sidering single class classification as 0—insulting or 1—

neutral. Four different deep learning models including

recurrent neural networks, gated recurrent neural networks,

gated recurrent units, long short-term memory, bidirec-

tional long short memory.

Although many methods (Tweed and Calway 2002;

Ramanan and Forsyth 2003; Hannuna et al. 2005; Bur-

ghardt and Ćalić 2006; Farah et al. 2011; Mammeri et al.

2014; Sharma and Shah 2016; Norouzzadeh et al. 2018;

Raja et al. 2018; Devost et al. 2019; Zotin and Proskurin

2019; Backs et al. 2017; Bı́l et al. 2019; Jayakumar et al.

2020; Venkataraman et al. 2005; Ardovini et al. 2008;

Vermeulen et al. 2013; Zeppelzauer 2013; Sugumar and

Jayaparvathy 2014; Zeppelzauer and Stoeger 2015; Shukla

et al. 2017; Mandal and Bhutia 2018; Marais 2018; Dha-

naraj and Kumar Sangaiah 2018; Kumar et al. 2019b;

Ravikumar et al. 2020) were proposed for animal and

elephant detection, some open issues need to be addressed

appropriately:

• One most important issue is the lack of an appropriate

dataset for experimentation. We aimed at creating a

synthesized dataset for HEC. The lack of training data

was addressed by collecting and labeling a sufficiently

large number of images of the target animals.

• Another significant challenge is the need for a fast and

computationally effective detector to process streams

and communicate in real-time using low-power

machines. This paper aims to employ CNN and transfer

learning to efficiently detect elephants in different rail

tracks to implement the low-cost solution.

3 Dataset used

As the experiment aims to identify elephants on or near the

rail track, we have searched for various images and data-

sets which serve the purpose. Naude and Joubert (2019)

have presented a new public benchmark for aerial elephant

detection. Many such datasets are publicly available for

experimentation on animal detection, but no ideal dataset

for animals on rail track is available as it is practically

challenging to capture natural images of an elephant on or

near the track. Some random images are available, how-

ever. Due to this limitation, we have decided to use a

dataset of elephants and a dataset with rail track images

and create our own synthesized dataset of about 4200

images. Two public datasets are used in this current

research, i.e., ELPephant (Korschens and Denzler 2019)

and RailSem19 (Zendel et al. 2019).

ELPephant dataset is a massive dataset of 2078 images

with the image of single and multiple elephants. Moreover,

this dataset includes different classes of elephants with

3–22 images for each class. It includes different features

and different poses of elephants. Left, right, and front

profiles are taken. Sitting elephants are also featured in
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some images. This dataset was explicitly designed for the

class detection of the elephants.

As the experiment aims to identify the elephants at the

track, we need images with clear rails tracks. Therefore, we

have used the dataset RailSem19 as it contains many rail

track images with different locations and angles. This

dataset is vast as it consists of 8500 rail images from 38

countries captured in varying weather and light conditions.

Apart from the dataset mentioned above, we needed

more realistic images to test the proposed model. There-

fore, we used different keywords like ‘‘Elephant on the rail

track,’’ ‘‘Animals on rails track,’’ etc., to search for

authentic images. These images are used for training and

testing purposes. Table 2 shows the distribution of the

number of images used for experimentation. Approxi-

mately 20% of images are considered for testing purposes

from Elephant and RailSem19 datasets. The remaining

80% are further split into training and validation sets. This

split is done randomly to avoid any bias in the experiment.

Moreover, the variety in images ensured a high variance

in images during the training phase. Figure 1 shows the

sample images taken for experimentation. Row 1 and row 2

have the sample images from the ELPephant dataset and

the RailSem19 dataset. Row 3 and 4 show random images

based on google search with different keywords ‘‘animals

on rail track’’ and ‘‘elephant on the rail track,’’

respectively.

4 Methodology used

Deep learning and transfer learning architectures are

explored for HEC avoidance experimentation and are dis-

cussed below.

4.1 CNN architecture

CNN stands for convolutional neural networks, aiming to

extract features from images to help identify the objects

present in the image. These are a type of neural network

with a mix of convolutional, pooling, and fully connected

layers. Traditionally, in machine learning, a subject expert

is supposed to handpick the features used to identify and

classify objects in an image/video. With the usage of CNN

architecture, feature extraction has become automatic. The

convolutional layers in CNN employ a different type of

filter on images. These filters can extract useful features

from the images, such as color information, edge detection,

etc. Multiple convolutional layers cause complex features

to be extracted from the images. Then, these extracted

features are reduced using pooling layers so that only

significant features can pass onto the subsequent layers.

This helps in reducing the computational complexity of the

architecture.

At last, the reduced feature set is passed to fully con-

nected layers. Finally, the last layer is used to classify the

results in binary or multiple classes. Convolutional and

pooling layers serve as feature extraction, while a fully

connected layer is used for final classification.

Various CNN architectures are possible for feature

extraction and classification. If changed, the number and

type of layers will cause a new architecture with a different

feature set and outcome. Apart from that, many hyperpa-

rameters are available to fine-tune the architecture. Dif-

ferent convolution layers with different parameters such as

filter size, activation function, and image size can be

explored for feature extraction. For the pooling layer, stride

can be selected as per requirement. For dense layers,

activation functions such as ‘‘Relu’’ or ‘‘leaky-relu’’ can be

chosen for fully connected layers.

Further, for final classification using a dense layer,

activation functions like ‘‘sigmoid’’ or ‘‘softmax’’ can be

used. The sigmoid function may be used for binary, and the

Softmax function may be used for multi-class classifica-

tion. Further, learning rate, dropout, and regularization can

be used for tuning the architecture.

4.2 Transfer learning

Transfer learning is an AI strategy where a model produced

for an application is reused as the beginning stage for a

model on a subsequent application. It is a well-known

methodology in deep learning that pre-prepared models

could be the beginning point for the next model. These pre-

trained models (trained using large datasets) are saved with

the weights after their training. The same model is then

trained on a new dataset with some changes in top layers.

Then the final model is tested for classification or other

problems. The concept of transfer learning is visualized in

Fig. 2.

Table 2 Total number of

images considered for

experimentation

Dataset No. of images Train-validation (80–20% internally) Test

ELPephant 2078 1573 505

RailSem19 2227 1676 551

Elephant on track 60 52 8

Other animals on track 32 – 32
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There are three main steps in utilizing a pre-trained

model. First, a pre-prepared source model is explored from

the accessible models. These pre-trained models are usu-

ally trained on massive datasets. A model trained on a

similar dataset is usually selected from a pool of available

models. Secondly, the selected model with saved weights is

reapplied. It is used as the beginning point to prepare the

desired model for the second assignment of interest. This

may include utilizing all or some parts of the model.

Thirdly, the obtained model is fine-tuned and modified as

per the undertaking of interest.

The ImageNet project is an extensive repository of

various images and models designed for use in visual

object recognition. The various models trained on the

ImageNet project are available for research and re-appli-

cation. When these learned models are used to solve sim-

ilar problems, this is termed transfer learning. In the current

paper, we have used ResNet50, MobileNet, and Inception

Net for binary classification.

ResNet (https://neurohive.io/en/popular-networks/

resnet/), i.e., Residual Networks, is a neural network uti-

lized for numerous computer vision-based exercises. This

model was the winner of the ImageNet challenge in 2015—

incredible advancement with ResNet permits to effectively

prepare top to bottom organizations with 150 ? layers.

Earlier, ResNet usage for the profound neural network was

troublesome because of the vanishing of inclinations.

ResNet then presented the idea of skip association. ResNet

skip associations are utilized in model structures like fully

convolutional network (FCN) and U-Net. They are utilized

Fig. 1 Sample images used for training and testing. Row 1: images from Elephant dataset; Row 2: Images from RailSem19 dataset; Row 3:

Images from the Internet with the keyword ‘‘Animals on Rail track’’; Row 4: Images from the Internet with the keyword ‘‘Elephants on Rail

track’’

Source images from 
Imagenet

Source Model

Source Label

Learning 
of weights 

Source images from 
current dataset

New learned Target 
Model

Target Label as rail track 
with or without elephant

Fig. 2 Concept of transfer learning
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to stream data from prior layers to later layers in the model.

In these designs, data are passed from the downsampling

layers to the upsampling layers. The ResNet-50 model

consists of 5 stages, each with a convolution and identity

block. The convolution and identity block has three con-

volution layers each. The ResNet-50 has over 23 million

trainable parameters.

MobileNets (Howard et al. 2017) are a class of small,

low-computation models that can be utilized for order,

recognition, and other regular tasks which can be under-

taken by convolutional neural networks. These are viewed

as incredible deep learning models to be utilized on cell

phones considering their small size. Presently, while

MobileNets are quicker and more modest than other sig-

nificant organizations, as VGG16, for instance, there is a

trade-off. That trade-off is precision. Although, Mobile-

Nets are not as precise as other huge counterparts; how-

ever, they still really perform exceptionally well.

Inception/GoogleNet (Szegedy et al. 2016) Google

devised a module called the inception module that

approximates a sparse CNN with standard dense con-

struction. Since only a small number of neurons are ade-

quate, the width/number of the convolutional filters of a

particular kernel size is kept small. Additionally, it uses

convolutions of different sizes to capture details at varied

scales (5 9 5, 3 9 3, 1 9 1). It exploits the fact that most

activations in a deep network are either needless (value of

zero) or unnecessary because of correlations between them.

Consequently, the most efficient architecture of a deep

network will have a sparse connection between the acti-

vations, which implies that all 512 output channels will not

connect with all the 512 input channels. Another salient

point about the module is that it has a bottleneck layer of

1 9 1 convolutions. It helps in the massive reduction of the

computation requirement.

5 Proposed model for the prevention
of train elephant collision

We have proposed a complete surveillance model for the

prevention of train elephant collisions in Fig. 3. Initially,

video cameras will be implanted at vulnerable sites. The

video from these sites will be converted to frames and are

sent to a central site. A trained deep vision model will be

kept at central sites. This model will inspect the extracted

frames for the presence of elephants near rail tracks. If such

a situation is identified, the alarm will be triggered in trains

near that track, and a warning sound will be generated at

the track to warn the Elephant.

For the visual inspection, several deep learning archi-

tectures have been experimented with. First, a new CNN

architecture from scratch is specially designed for this

application. Many combinations for various layers, opti-

mizers, and activation functions are tried to get the best

results. Experimentation with transfer learning is con-

ducted using three existing deep learning architectures

from ImageNet, i.e., ResNet50, MobileNet, and Inception

V3. All the experiments are done using Keras and Ten-

sorflow in Google Collaboratory. The details of the

experiment and its implementation are discussed in the

following sections.

5.1 Details of proposed CNN architecture

The proposed architecture has five convolutional layers and

five pooling layers. Then the output is flattened, and a fully

Fig. 3 Proposed model for the prevention of train–elephant collision
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connected layer is employed for binary classification.

Figure 4 shows the output of convolution layers and

pooling layers as a heat map. Figure 5 shows the details of

the proposed CNN model for classifying images of rail

track with or without an elephant. Various components

used in the proposed CNN are shown in detail. Data aug-

mentation is used so that model could become translation,

rotation, and scale-invariant. A batch size of 32 is used for

training as well as testing. Due to limitations in computing

resources, the model is trained for 50 epochs. RMSprop

optimizer is used, which is like the gradient descent algo-

rithm with momentum. The RMSprop optimizer restricts

the oscillations in the vertical direction. Thus, the algo-

rithm could take more significant steps in the horizontal

direction and can converge faster. Binary_crossentropy is

used as a loss function. It is a measure of the accuracy of

the model in predicting the desired object in the image. The

‘‘Sigmoid’’ function is used for binary classification.

Hence, it is used to categorize the image with and without

an elephant. Dropout is used to limit the parameters in fully

connected layers. Figure 6a illustrates the architecture of

the proposed CNN.

5.2 Details of proposed inception network
architecture

Several deep architectures like ResNet, MobileNet, VGG,

and InceptionNet models are provided by the ImageNet

community to be used for other applications. We have done

experiments with Resnet, MobileNet, and InceptionNet

Fig. 4 Analysis of output of convolution layer of the proposed CNN architecture
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models and found that InceptionNet has done remarkably

well in identifying the image with and without elephants.

The Inception architecture has 22 convolutional layers for

the extraction of the feature. The architecture of the

Inception network is illustrated in Fig. 6b. The last layers

are customized to give binary classification for elephant

detection. Parameters, similar to the proposed CNN model,

are used for the Inception model. A batch size of 32 is used

for training as well as testing. Model is trained for 50

Fig. 5 The detailed architecture of the proposed CNN

Fig. 6 Proposed a CNN b InceptionNet architecture

Table 3 Comparison of

different models experimented

in current work

Model Layers Parameters Accuracy Precision Recall F1-score

Proposed CNN 7 2 lakh 99.53% 1.0 0.99 1.0

Resnet50 50 23 million 99.81% 1.0 1.0 1.0

MobileNet 28 4 million 99.81% 1.0 1.0 1.0

Inception V3 22 5 million 99.91% 1.0 1.0 1.0

504 1

4 547

505 0

2 549

505 0

2 549

505 0

1 550

(a) (c) (c) (d)

Fig. 7 Confusion matrix a proposed CNN, b ResNet50 c MobileNet

d Inception V3
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epochs. RMSprop optimizer is used, which is like the

gradient descent algorithm with momentum.

Binary_crossentropy is used as a loss function. The ‘‘Sig-

moid’’ function is used for binary classification to catego-

rize the image with and without an elephant. Dropout is

used to limit the parameters in fully connected layers.

6 Results and discussion

As mentioned in the methodology, different CNN and

transfer learning models have been experimented with for

binary classification. Table 3 shows the results and com-

parison between the proposed models. The proposed CNN

model achieved an accuracy of 99.53% and is computa-

tionally effective with only seven layers and about two lakh

parameters. Transfer learning-based models have per-

formed better as they have more layers and more param-

eters and hence extensive learning. Resnet50 and

MobileNet performed better with an accuracy of 99.81%.

Inception Net has performed best in binary classification

and achieved an accuracy of 99.91%. The inception Model

has a relatively lesser number of layers and parameters and

is suited best for the current problem.

Figure 7 shows the confusion matrix for the test dataset

for 1056 images. Five hundred five images contain ele-

phant (s) in frames, and 551 images have rail tracks

without an elephant. Figure 7a shows the confusion matrix

for the proposed lightweight CNN. Figure 7b–d shows the

confusion matrix for transfer learning models. For the

Fig. 8 Training and validation a accuracy and b Loss for proposed CNN model

Fig. 9 Training and validation a accuracy and b Loss for the Inception V3 model

Table 4 Comparison with the existing state of art

Method Dataset size FPR Accuracy

Zeppelzauer et al. (2005) 715 2.5% 91.7%

Ravikumar et al. (2018) 1792 3.1% 92.7%

Proposed CNN 4305 0.18% 99.53%

Proposed Inception v3 4305 0 99.91%
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proposed CNN, only five images out of 1056 are miscat-

egorized. The performance of TL models is good. Only two

images are misclassified for Resnet50 and MobileNet

models. The performance of the Inception model is best

with only one image misclassified as a frame with an ele-

phant. The best part is that the model never failed in

detecting an elephant when it is there, which is imperative.

Figure 8a, b shows the training and validation accuracy

and loss for the proposed CNN, and Fig. 9a, b shows the

same for the best transfer learning model, i.e., the Inception

model. The trend in the graph shows that validation

accuracy and loss have followed the training accuracy and

loss trend.

Table 4 shows the comparison of the proposed model

with similar work. Zeppelzauer et al. (Farah et al. 2011)

proposed a multi-modal early warning system to detect

elephants in wild video recordings. Elephants are identified

based on the color model of their body. The SVM classifier

Fig. 10 Result of Inception V3 model on unknown 40 images from the Internet
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was used to predict the presence of an elephant in the wild

video recordings. The dataset used had 715 images, and the

accuracy obtained is 91.7%. Ravikumar et al. (2019) pro-

posed MobileNet architecture for single-shot detection of

elephants in wild videos. Their CNN model achieved an

accuracy of 92.7%. Our proposed CNN and tuned Incep-

tion model outperformed the existing models with better

accuracy of 99.53% and 99.91%, respectively, with negli-

gible false positive ratio. Therefore, the proposed model is

convincingly better than the existing model and is ready for

use in real-time scenario.

6.1 Testing beyond dataset

When the testing is done for images with and without

elephant on track, accuracy obtained is almost 100%.

However, we experimented with complex images with

humans and small animals on track to check the perfor-

mance of the proposed model in a real-time situation.

These images are not part of the training. Figure 10 shows

the results obtained by the Inception V3 model for typical

40 real-time images found on the Internet. It is observed

that the small animals are not misunderstood as elephants,

as shown in Row 2–3, and hence the model is ready to be

used in an actual situation. For few images in Row 1

containing big animals are misclassified as an image with

an elephant. The poor resolution of these images is also one

of the significant constraints. This can undoubtedly be

improved with a larger, ideal dataset which is not available

as of now. The best part is that the elephant present nearby

is always identified with 100% accuracy.

7 Conclusion

As human activities had led to intervention in wildlife, its

consequences are visible in terms of animal extinction.

Nowadays, many efforts are being made for animal con-

servation, and advanced technology can certainly help in

this regard. Computer vision and the Internet of things

together can do a lot in this direction. Along the same lines,

this paper aims to develop a model for HEC prevention. It

detects the elephants on/near rail track using a deep vision

model. Several models based on CNN and TL are experi-

mented with and compared for effort and efficiency. The

Inception v3 model has performed best for this application

because of its high accuracy and zero negative rates. The

model can detect the presence of elephants and hence

generate alarms on-site and send warning signals to nearby

trains. In the future, a dedicated dataset and model can be

prepared and trained for the detection of a wide range of

animals so that accurate classification and identification

can be done to preserve wildlife. In addition, the proposed

architectures can be experiment for different applications

oriented to object detection (Gupta et al. 2019).
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Unmanned aerial survey of elephants. PLoS ONE 8(2):e54700

Zendel O, Murschitz M, Zeilinger M, Steininger D, Abbasi S,

Beleznai C (2019) Railsem19: a dataset for semantic rail scene

understanding. In: Proceedings of the IEEE conference on

computer vision and pattern recognition workshops, pp. 0–0

Zeppelzauer M (2013) Automated detection of elephants in wildlife

video. EURASIP J Image Video Process 2013(1):46

Zeppelzauer M, Stoeger AS (2015) Establishing the fundamentals for

an elephant early warning and monitoring system. BMC Res

Notes 8(1):409

Zotin AG, Proskurin AV (2019) Animal detection using a series of

images under complex shooting conditions. Int Arch Pho-

togramm Remote Sens Spat Inf Sci

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

S. Gupta et al.

123



Research Article
Machine Learning and Cloud-Based Knowledge Graphs to
Recognize Suicidal Mental Tendencies

Vinit Kumar Gunjan ,1 Y. Vijayalata ,2 Susmitha Valli ,2 Sumit Kumar ,3

M. O. Mohamed ,4 and V. Saravanan 5

1Department of Computer Science and Engineering, CMR Institute of Technology, Hyderabad, India
2Department of CSE, GRIET, Telangana, India
3Indian Institute of Management, Kozhikode, India
4Mathematics Department, Zagazig University, Faculty of Science, Egypt
5Department of Computer Science, College of Engineering and Technology, Dambi Dollo University, Dambi Dollo,
Oromia Region, Ethiopia

Correspondence should be addressed to Vinit Kumar Gunjan; vinitkumargunjan@gmail.com and V. Saravanan;
saravanan@dadu.edu.et

Received 31 January 2022; Revised 11 February 2022; Accepted 19 February 2022; Published 17 March 2022

Academic Editor: Deepika Koundal

Copyright © 2022 Vinit Kumar Gunjan et al. +is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

To improve the quality of knowledge service selection in a cloud manufacturing environment, this paper proposes a cloud
manufacturing knowledge service optimization decision method based on users’ psychological behavior. Based on the characteristic
analysis of cloudmanufacturing knowledge service, establish the optimal evaluation index system of cloudmanufacturing knowledge
service, use the rough set theory to assign initial weights to each evaluation index, and adjust the initial weights according to the user’s
multiattribute preference to ensure that the consequences are allocated correctly. +e system can help counselors acquire psy-
chological knowledge in time and identify counselors with suicidal tendencies to prevent danger. +is paper collected some
psychological information data and built a knowledge graph by creating a dictionary and generating entities and relationships. +e
Han language processing word segmentation tool generates keywords, and CHI (Chi-square) feature selection is used to classify the
problem. +is feature selection is a statistical premise test that is acceptable when the chi-square test results are distributed with the
null hypothesis. It includes the Pearson chi-square test and its variations. +e Chi-square test has several benefits, including its
distributed processing resilience, ease of computation, broad information gained from the test, usage in research when statistical
assumptions are not satisfied, and adaptability in organizing information from multiple or many more group investigations. For
improving question and answer efficiency, compared with other models, the BiLSTM (bidirectional long short-termmemory) model
is preferred to build suicidal tendencies. +e Han language processing is a method that is used for word segmentation, and the
advantage of this method is that it plays a key role in the word segmentation tool and generates keywords, and CHI (Chi-square)
feature selection is used to classify the problem. Text classifier detects dangerous user utterances, question template matching, and
answer generation by computing similarity scores. Finally, the system accuracy test is carried out, proving that the system can
effectively answer the questions related to psychological counseling.+e extensive experiments reveal that the method in this paper’s
accuracy rate, recall rate, and F1 value is much superior to other standard models in detecting psychological issues.

1. Introduction

Cloud manufacturing (CMfg) is a new service-oriented and
knowledge-based networked and agile manufacturingmodel
[1] that integrates advanced technologies, such as existing

information technology, cloud computing [2], and the In-
ternet of +ings [3]. It centrally stores the optimized and
integrated manufacturing resources in the cloud pool of the
manufacturing system and provides users with various high-
quality and fast manufacturing services on demand through
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the network. As a result, cloudmanufacturing knowledge is a
dynamic resource that is infiltrating all cloud manufacturing
service life cycles [4]. At the same time, cloudmanufacturing
knowledge service (CMKS) is a knowledge transfer and
sharing service that can effectively support cloud
manufacturing. As a result, all manufacturing activities in
the manufacturing environment are carried out efficiently,
stably, and accurately.

+e addition of knowledge services significantly im-
proves cloud manufacturing systems’ operational efficiency
and problem-solving capabilities [5]. +e organic combi-
nation of CMfg and knowledge services promotes the ex-
tension of “manufacturing as a service” to “knowledge as a
service,” enabling enterprises to quickly obtain the required
manufacturing knowledge and services with the support of
the cloud platform, effectively solving the problems in the
production and operation process of enterprises. Technical
bottleneck problem improves its comprehensive competi-
tiveness. It is a statistical premise test that is acceptable when
the chi-square test results are distributed with the null
hypothesis. It includes the Pearson chi-square test and its
variations. +e Chi-square test has several benefits, in-
cluding its distributed processing resilience, ease of com-
putation, broad information gained from the test, usage in
research when statistical assumptions are not satisfied, and
adaptability in organizing information from multiple or
much more group investigations At present, scholars at
home and abroad have explored the relevant theories and
technologies of knowledge services in the cloud
manufacturing environment. For example, author [6] pro-
posed a personalized knowledge service technology based on
user perception of the cloud manufacturing environment.
+e platform user task requirements and information ac-
tively push knowledge resources related to user
manufacturing tasks. To a certain extent, it has promoted the
evolution of cloud service platforms from “useable” to “easy
to use.” Author [4] proposed a cloud manufacturing
knowledge service method based on uncertain rule rea-
soning, which realizes the knowledge service from quanti-
tative to qualitative and then from quantitative to qualitative.
+e conversion to quantitative provides a new idea for the
accurate distribution of cloud manufacturing knowledge
services. Reference [7] builds a knowledge service realization
model for the machining process of blade parts in complex
curved parts in a cloud manufacturing environment, which
shortens the time to a certain extent. In this research, we
have inferred that LSTM-based models are quite higher than
ML algorithms because the LSTM framework for organi-
zations was used to improve the knowledge graph, and a
heuristics candidate answer ordering approach was
employed to verify the system’s performance.

+e generation time of the tool path in the processing of
blade parts is improved, and the processing efficiency and
quality of the blade are improved.+e literature [8] proposes
an optimization method for matching the knowledge service
demander and the provider and uses a fuzzy axiomatic
design. +e theoretical measurement of matching satisfac-
tion provides a specific theoretical basis for matching the
supply and demand of knowledge services. To realize the

acquisition, storage, and sharing of different types of
knowledge, literature [9] designs a cloud computing in-
dustry alliance based on the behavioral characteristics of
knowledge interaction. To a certain extent, the knowledge
resource sharing efficiency of the cloud computing industry
alliance and the level of knowledge service have been im-
proved. In this research, we have used the graph knowledge
method. +e limitation of this method is as follows: its
evaluation measures concerning the model fit or factor levels
cannot be done using graphic approaches since they do not
provide certainty ranges for the variables (levels supplied by
a correlation tool for all of this type of data are wrong). +e
above research has promoted the development of CMKS to a
certain extent. +e correctness and trustworthiness of the
knowledge service offered cannot be ensured, resulting in
low knowledge service performance. To that purpose, this
study uses the user’s mental behavioral traits as a judgment
element, combining the benefits of the rough set theory in
dealing with ambiguity and uncertainty. +e CMKS is a
knowledge-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing operations in the manufacturing environment run
smoothly, consistently, and precisely. Still, the research on
the optimal decision-makingmethod of knowledge service is
relatively lacking. +e accuracy and credibility of the pro-
vided knowledge service cannot be guaranteed, resulting in
the low efficiency of knowledge service. To this end, this
paper takes the user’s psychological behavior characteristics
as a decision-making factor and combines the advantages of
the rough set theory in dealing with uncertainty and am-
biguity. +e optimal selection of services provides a refer-
ence idea and method.

2. Characteristics Analysis of Cloud
Manufacturing Knowledge Service

CMKS is a kind of service guided by users’ knowledge needs
on the cloud manufacturing service platform, aiming at
knowledge innovation, solving the manufacturing problems
faced by users, and proactively providing users with per-
sonalized and specialized knowledge resources [10, 11]. +e
cloud manufacturing knowledge service (CMKS) is an in-
formation-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing processes in the manufacturing environment run
smoothly, consistently, and precisely. +e integration of
knowledge services enhances the operating effectiveness and
problem-solving capacities of cloud manufacturing systems
dramatically.

Compared with other services, knowledge services in the
cloudmanufacturing environment have the following salient
features:

(a) Knowledge transformation is complex: there are
many types of knowledge resources in the cloud
manufacturing environment, including explicit
knowledge, such as standards, patents, and docu-
ments, and tacit knowledge, such as experience and
capabilities. Most of these highly personalized and
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challenging to standardize implicit knowledge re-
sources come from different enterprises. Because of
the inconsistency of knowledge resource manage-
ment and processing methods, other users can
benefit from the same knowledge resources.
+erefore, converting cloud manufacturing knowl-
edge service resources into their proper value is more
challenging.

(b) Dynamic changes in value: in the cloud
manufacturing environment, the value of complex
manufacturing resources will decrease with aging
and wear and tear, while the value of knowledge
resources changes in different directions. For ex-
ample, with the growth of age and the continuous
accumulation of knowledge, the value of employee
experience will become higher and higher. With the
advancement of technology and users’ higher re-
quirements for product quality, the value of a specific
method or patent will become higher. Cloud plat-
forms need to monitor these knowledge resources
and continuously update their value status to pro-
vide appropriate services to users at the right time.

(c) Highly integrated and shared: as an intellectual re-
source on the cloud manufacturing service platform,
knowledge can provide oral, written, electronic, and
other means and is minimally affected by geo-
graphical location. +erefore, compared with the
complex manufacturing resources on the cloud
manufacturing platform, the integration and sharing
of resources are better.

(d) Heterogeneity and isomerism coexist: Because of the
differences in thinking habits and problem-solving
methods, the manifestations of knowledge con-
densed by people are also complex and diverse. +e
utility of the same type of knowledge services is also
different. +erefore, knowledge services in the cloud
manufacturing environment are heterogeneous.

3. Mental Illness

+e pace of life in the current society is getting faster and
faster, and people are facing more pressure from work and
study, which makes them susceptible to mental illness. +e
new corona epidemic has brought psychological stress,
panic, and anxiety to people and increased mental illnesses’
prevalence. Mental diseases have become a significant global
public health problem [12]. Mental illness requires timely
treatment. Otherwise, the long-term accumulation of neg-
ative emotions it brings will cause incalculable consequences
[13]. For example, Cui Yongyuan, the famous host of CCTV,
suffered from depression because of his work troubles, and
suicides of college and middle school students are also fa-
miliar [14].

On the one hand, this phenomenon is because of peo-
ple’s lack of basic knowledge of mental illness, lack of a clear
understanding of the dangers of mental illness, and lack of
advanced means to popularize the understanding of the
mental illness. However, on the other hand, psychological

counselors are in short supply, and counselors cannot get
timely and effective help [15], lacking a scientific theoretical
system to solve psychological problems intelligently.
+erefore, an intelligent platform is needed to store the
relevant psychological counseling knowledge. +en, when
the user needs to obtain psychological understanding, the
platforms can quickly get feedback from the immense ability
to help and guide the mentally ill patients in time. +e
knowledge graph is a better method for intelligently storing
information at present. +is method was proposed by
Google in 2012 and was quickly used for intelligent semantic
search [16]. At present, artificial intelligence technology is
gradually becoming mature and has penetrated all aspects of
society, especially the development of natural language
processing technology. +e knowledge graph has more
application prospects. +e influence of social media on
mental health is that it may have an effect on psychological
health and behavioral activities that might have potential
medical care concerns, and social networking holds an ever
expanding route for both our everyday lives and globally. As
a result, there is a pressing need to develop a better un-
derstanding of the long-term effects of social media on
people’s health. As an essential application direction of the
knowledge graph, the question answering system based on
knowledge graph can quickly find the correct answer from
the knowledge graph through the input natural language
question and present it to the user in the form of natural
language, and this question answering system is efficient in
response and feedback. To solve the above problems, this
study, firstly, constructs a knowledge map of psychological
counseling, promotes the knowledge of the mental illness,
and provides quick psychological counseling services by
establishing an immediate semantic psychological question
answering system.+e system uses the BiLSTM algorithm to
detect suicidal tendencies, identify people who commit
suicide, self-mutilation, and harm others in time, help users
identify diseases, and help consultants understand relevant
knowledge through knowledge quizzes. +e BiLSTM
method is used to predict the next piece of information
based on the previous piece of information, making it ideal
for having dealt with contextually related text data like
sentences. As there might be delays of undetermined time
across critical occurrences in a time series, LSTM methods
are well-suited to categorizing, processing, and generating
forecasts time series analysis.+is research allows counselors
to relieve their troubles, make up for the shortage of psy-
chological counseling resources, and improve the work ef-
ficiency of psychological counseling.

4. Related Work

Knowledge graphs can be divided into general knowledge
graphs and domain knowledge graphs. Typically available
knowledge graph representatives include Freebase [8],
DBpedia, Yago, Baidu, Google, etc., and they are mainly
based on triple fact-based knowledge and have a certain
tolerance for the quality of knowledge extraction. Typical
domain knowledge graphs include e-commerce, finance,
medical care, etc. In the field of e-commerce, take Alibaba
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as an example. Its knowledge graph has reached tens of
billions, widely supporting commodity search, commodity
shopping guides, intelligent question and answer, etc.
Knowledge graphs allow investors and financiers to un-
derstand investment behaviors more quickly and grasp
market conditions in the financial field. Aiming at the lack
of financial charts, the author constructed a small financial
knowledge graph using the crawled structured data, such as
financial stocks and corporate information. At present,
knowledge graphs are used primarily for clinical treatment
decision support, medical intelligent semantic search, and
medical question-answering systems in medicine. Clinical
treatment decision support is to automatically generate a
treatment plan for each patient according to the patient’s
situation, combine it with extensive data analysis in the
medical field, and provide it to doctors for reference.
Medical intelligent semantic search is to combine related
entities from the medical knowledge graph. It can be used
to query information such as the relationships and attri-
butes to optimize the search results of medical information.
Medical question and answer is another form of medical
information retrieval. Its returned answers are in the form
of natural language.

In terms of question answering system based on the
knowledge graph, Tan Gang et al. used the LSTM model
for entities/assertions to enhance the knowledge graph,
used a heuristic candidate answer ranking method, and
finally verified that the system has good performance
through experiments. +e author proposed a multi-round
question answering system based on the knowledge graph
of road regulations, which can better identify user in-
tentions; the author with knowledge graph as database
support, designed a question-and-answer system, which is
based on the e-commerce field and realizes functions,
such as question answering and reasoning. +e authors
are the parts of preprocessing, question classification,
question template matching, and answer generation in a
question answering system are implemented. +e ques-
tion answering procedures established above have been
well-implemented in their respective fields, and the
characteristics of the domain are integrated into the
question answering system process. However, no scholars
have studied question-answering systems in psychological
counseling, and few texts have been classified as applied to
question answering systems.

5. Question Answering System Framework

Compared with traditional search engines, the question
answering system is more targeted, accurate, and more
accessible for users to accept. +e knowledge graph of
psychological counseling realizes the association and
integration of various kinds of knowledge in psycho-
logical counseling. It expresses understanding semanti-
cally in a professional and structured way, which can
conveniently manage and query knowledge. +e BiLSTM
technique is used to predict suicidal inclinations, identify
persons who commit suicide, self-mutilation, or damage
others in a timely manner, assist users in identifying

illnesses, and assist consultants in understanding nec-
essary knowledge via knowledge assessments. +e
question-and-answer system constructed in this paper is
biased toward acquiring professional knowledge of
psychological counseling to help people with psycho-
logical problems find the correct answer and incorporate
suicidal tendency detection to identify dangerous
speeches promptly. +e framework of the psychological
counseling question answering system based on knowl-
edge graph mainly includes four parts: data acquisition,
graph construction, problem understanding, and user
interface (Figure 1).

+e data acquisition module of this system obtains
relevant data of web pages through crawler technology. It
combines the open data of Chat opera, organizes it into
structured data through data processing, and uses Neo4j’s
python to drive py2neo to construct a knowledge graph.
+e question-understanding module uses the HanLP tool
for word segmentation, part-of-speech tagging, etc. It
then uses the CHI feature selection, uses the established
BiLSTMmodel classifier to classify the question and judge
whether it has suicidal tendencies, and finally uses the
BERT (bidirectional encoder representation from trans-
formers) model to convert queries into queries word
vectors for semantic similarity calculation to match
question templates and generate answers. +e user in-
terface module is the user’s question input, and the system
answers feedback and involves the mutual conversion of
speech and text.

6. Question Answering System Implementation

6.1. Data Acquisition. +e data sources for constructing
knowledge graphs and classifying texts are web text data and
Chat opera datasets, containing questions and label infor-
mation. Web text data uses web crawler technology to crawl
questions about suicide, self-injury, and injury tendencies
and structured data about mental illnesses from Weibo
Shudong, Baidu Know, 525 Psychology, Yixin, and Simple
Psychology. Chat opera cooperated with some professionals
to complete a corpus, which is the first open knowledge
question-and-answer corpus in the field of psychological
counseling, including 20,000 pieces of psychological coun-
seling data. +e dataset includes the annotation information
of suicidal tendency, and the annotation information and
question information are extracted from this dataset.
Question information consists of three columns, cat-id, cat,
and question, category (Table 1).

6.2. KnowledgeGraphConstruction. +e knowledge graph is
used as the database support of the question answering
system. Hence, it is necessary to build the knowledge graph
first. +e primary purpose of constructing a knowledge map
of psychological counseling, referring to the psychological
counseling ontology database created by author [16] and
consulting relevant scholars, is to analyze and summarize the
psychological counseling process and the psychological
knowledge involved. +e psychological counseling
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information is divided into six categories: patients, symp-
toms, diagnostic criteria, causes of disease, diagnostic re-
sults, and treatment methods. Among them, disease causes
are divided into biological causes, psychological causes,
social causes, and defense mechanisms. +ere is a causal
relationship between the cause of the disease and the di-
agnosis result. +e diagnosis result is divided into the se-
verity of the disease and the name of the mental illness.
Diagnosis results and treatment methods are decisive, and
treatment methods are divided into psychological treatment,
drug treatment, and food treatment. +e treatment method
has an executive relationship with the patient. +e patient
needs to adopt the treatment method. +e patient mainly
includes the patient’s identity information, such as age,
height, occupation, gender, etc., and the patient’s past
medical history, which will affect the treatment of the
consultant. +ere is a relationship between patients and
symptoms, and symptoms mainly include severity and
symptoms. Symptoms and diagnostic criteria are subordi-
nate, and the diagnostic criteria include disease course
criteria, severity criteria, and exclusion criteria. It shows that
these elements involve various aspects of mental illness, and
a question and answer usually involves parts of multiple
aspects of mental illness. +ere are often causal relationships
and dependencies between these elements. +e protégé tool
is used to build an entity-relationship diagram in the field of
psychological counseling (Figure 2).

6.3. Instance Layer Construction. +e crawled data is or-
ganized into structured data and is divided into 12 fields,
which correspond to the entity-relationship of psychological
counseling designed above, and they are divided into dis-
eases and disease-related entities and attributes. +e entities
are diseases, aliases, symptoms, complications, drugs, and
foods, and the details are susceptible populations, exami-
nation methods, treatment methods, cure periods, costs, and
causes of disease.

+e instance layer construction is divided into entity
extraction, relation extraction, attribute extraction, triple
construction, and knowledge storage. Here, the python-
driven py2neo tool of the Neo4j tool is used to create the
knowledge graph. Entity extraction is to extract entities
according to the concept of the schema layer and save the
entity field information in the structured data after sorting
into a dictionary. Relation extraction finds the relationship
between entities and saves the relationship between diseases
and other entities and attributes as a dictionary. Attribute
extraction is to extract the attribute information of some
entities, i.e., to save the attribute field information in the
sorted, structured data into a dictionary. +e construction of
triples is to organize the data into the form of (entity, re-
lationship, entity), create nodes without attribute fields and
disease nodes with attributes, and then use disease nodes as
start-nodes and attribute nodes as end-nodes, with quer-
y� “match(p:%s), (q:%s), where p.name� “%s” and
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Figure 1: +e representative framework for psychological question answering system.

Table 1: Examples of marked suicidal tendencies and normal questions.

Cat-
id Cat Question

1 Tendency to self-
harm

How to relieve the unreal feeling of depersonalization? In junior high school, my mood fluctuated a lot, and I
cut myself with a knife because of some things and even suffered from severe depression

2 Normal Ever since I reconciled with my boyfriend, he has always been hot and cold, and he does not want to admit
that we are together. What does he mean?

3 Tendency to harm Am I mentally ill? Ever since I was a child, I have had the idea of killing people and killing people around me.
0 Suicidal tendencies I want to jump off a building, but I am afraid of heights
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q.name� “%s” create(p)-[rel:%s{name: “%s”}]->(q)” %
(start_node, end_node, p, q, rel_type, rel_name) command,
and create a triple by creating a node relationship edge
through the previously established relationship dictionary.
Knowledge storage uses the platform to store the con-
structed knowledge graph. Here, the Neo4j platform stores
the constructed small knowledge graph of psychological
counseling Figure 3.

6.4. Word Segmentation Processing. Firstly, several main-
stream word segmentation tools, such as Jieba, HanLP, and
Chinese Academy of Sciences word segmentation NLPIR,
are tested. +e question-and-answer sentences of the psy-
chological counseling QA corpus are selected as the data
source. Before the test, psychology professionals were re-
quired to choose 100 data records and manually annotate
them to achieve word segmentation and part-of-speech
tagging as the actual value of the experiment. During the test,
the 100 data records were processed with three-word seg-
mentation tools, respectively, and the processing results
were compared with the annotation results of professionals.
+e three-word segmentation tools obtained evaluation
indicators, such as the accuracy rate, recall rate, F1 value, and
word segmentation time (Table 2).+rough the evaluation of
the three-word segmentation tools, it can be concluded that
NLPIR has the fastest word segmentation efficiency, how-
ever, HanLP has the highest accuracy. Combined with the
evaluation results and psychological counseling needs, this
study selected the HanLP tool for text segmentation. It
imported the dictionary of disease information constructed
above into HanLP’s custom dictionary to make word seg-
mentation more accurate.

6.5. Question Category. +is paper combines the obtained
psychological counseling question-and-answer data and
consults professional psychological counselors to divide the
frequently asked questions into five categories: disease
identification, factual questions, method questions, list
questions, and other questions. Disease identification
questions mainly answer “what disease,” real questions
mainly answer “what,” method questions mainly answer
“how to do,” list questions mainly answer “what are,” and
suicidal tendency questions are input by the user.

Since the principle of question classification is the same
as that of suicidal tendency detection, the detailed process of
suicidal tendency text classification is an example to illus-
trate. +is article divides suicidal tendencies into four cat-
egories: suicidal tendencies, self-harm tendencies, harming
others, and standard classes. Firstly, select 1500, 1200, 1000,
and 9000 items from each dataset type as training data and
then select another 150, 120, 100, and 900 items as test data.
+en, using the HanLP word segmentation tool combined
with stop words to perform word segmentation and after-
word segmentation, the characteristic terms of suicidal
tendency, self-harm tendency, injury tendency, and normal
tendency were obtained, and the word cloud map of each
category was drawn.

chi �
n(ad − bc)

2

(a + c)(b + d)(a + b)(c + d)
. (1)

Equation (1) is used to calculate the CHI value of all
words after HanLP segmentation, which is used as the basis
for feature selection of problem classification and suicidal
tendency classification.

In the formula, N is the total number of labelled
questions,A is the total number of documents used to record
the word t in a specific category, B represents the documents
that do not belong to a particular category but also contain
the word t, and C represents a category that does not have
the word t. In t documents, D represents documents that do
not belong to a specific category and do not contain t. +e
CHI value denotes the degree of distinction between the two
categories. +e larger the CHI value, the more the word can
represent a specific category.

Sort all the words according to the CHI value from large
to small. +en, by selecting the 150 words with the most
oversized CHI in each category, the selected 1000-dimen-
sional feature list is obtained, and the feature vector weight
of each question sentence is calculated, i.e., the word is in the
question. If it appears in the sentence, it is assigned a value of
1. Otherwise, it is 0, and the final output is a feature vector
that the classifier can recognize.

6.6. Problem Classification Model Selection. In text classifi-
cation, five models of Naive Bayes, decision tree, SVM,
XGBoost, and BiLSTM were used. Each model’s training
effects were compared, and the classification model with the
best result was selected for the system. When testing each
model, the precision rate, recall rate, and F1 value of each
type of question will be obtained first, and then the precision
rate, recall rate, and F1 value of all kinds of questions will be
averaged. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +e
BiLSTM method is used to diagnose suicidal inclinations,
identify those who commit suicide, self-mutilation, or
damage others in a timely manner, assist users in identifying
illnesses, and assist consultants in comprehending necessary
facts through knowledge quizzes. Counselors can use this
study to ease their stress, compensate for a lack of psy-
chological treatment resources, and improve the efficiency of
their job. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +ese
values represent different models—the classification accu-
racy of (Table 3). From the test results in Table 3, it can be
seen that the BiLSTM model is more accurate in the clas-
sification effect.

+e BiLSTM model can predict the subsequent infor-
mation using the previous information, which is suitable
for dealing with contextually related text data, such as
sentences. Taking the classification process of the BiLSTM
model for suicidal tendency problems as an example, the
HanLP word segmentation tool is selected for word seg-
mentation, and the loss function and accuracy function
image are obtained after the classification is completed
(Figures 2–4).
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Table 2: Evaluation results of three-word segmentation tools.

Word segmentation tool Accuracy Recall F1 value Word segmentation time (s)
Jieba 0.90 0.89 0.89 12.480
HanLP 0.91 0.90 0.90 04.478
Academy of Sciences word segmentation NLPIR 0.81 0.75 0.78 30.0598

Table 3: Classification performance of model.

Model Accuracy F1-score Precision
Naı̈ve Bayes 79.65 80.56 69.56
Decision tree 74.52 81.26 65.25
SVM 75.62 76.85 70.62
XGBoost 80.54 82.54 72.56
BiLSTM 85.63 89.85 75.65
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Figure 2: represents the accuracy of tendency classification model.
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Figure 3: +e F1-Score of tendency classification model.
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In Figures 5–7, the train represents the training set. +e
test means the test set. +e horizontal axis of the function is
the number of training iterations, and the vertical axis
represents the loss value and the accuracy value, respectively.
When the number of iterations becomes more extensive, the
loss rate gradually decreases and starts to level off when the
number of iterations is 14. +e training set tends to be
between 0.1 and 0.2, and the test set tends to be between 0.2
and 0.3. +e accuracy gradually increases and starts to level
off when the number of iterations is 14. +e training set
tends to be 0.975, and the test set tends to be between 0.925
and 0.950.

By testing the precision rate, recall rate, and F1 value of
each type of question to evaluate the model (Table 4), it can
be concluded that the BiLSTM model has a better classifi-
cation effect than the previous four models.

Comparing the questions answered correctly by the
system with the questions answered incorrectly by the
system, it can be seen that most of the questions answered
correctly have similar characteristics to the question tem-
plate, and some questions have the same entity and se-
mantics as the question template. However, the expression
methods are different, proving that the question answering
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Figure 5: +e accuracy of suicidal tendency classification by BiLSTM model.
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Figure 6: +e F1-Score of suicidal tendency classification by BiLSTM model.
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Figure 7: Representation of the F1-Score of suicidal tendency classification by BiLSTM model.

Table 4: Suicidal Tendency classification by BiLSTM Model.

Question Accuracy F1-score Precision
Suicidal tendencies 81.26 79.56 75.62
Tendency to self-harm 82.62 80.54 85.61
Tendency to Hurt 85.68 84.56 90.25
Normal 95.62 97.56 98.56
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system has a high semantic understanding ability. For ques-
tions that are not answered correctly, it has two characteristics:
the system can recognize the entities in these questions but
cannot recognize the semantic information that does not
appear in the template, such as “What is the general age of
onset of bipolar disorder?,” “Can bipolar disorder be cured?,”
etc. Another feature is that the entity attribute information
involved is not comprehensive enough, for example, what side
effects of drugs exist and other attribute information should be
added to the knowledge graph.

7. Conclusion

Today’s society is facing the problem of knowledge explosion,
especially the intermixing of knowledge in various fields, which
affects people’s acquisition and understanding of knowledge.
+is study is geared on gaining the professional understanding
of psychological counseling to assist people with psychological
issues in determining the proper answer, as well as including
suicidal inclination detection to quickly identify risky remarks.
+e advantage of this research is that this study uses the user’s
psychological behavior traits as a decision-making element,
combining the benefits of rough set theory in responding with
uncertainty. A comparable notion and approach are provided
by the best service choice.+e vertical domain knowledge graph
stores professional knowledge in a particular area, which sig-
nificantly facilitates users to understand the knowledge in this
field and use this knowledge to reduce losses or create a more
excellent value. +e psychological counseling knowledge graph
and question answering system constructed in this paper has the
following characteristics: (1) It provides a platform to store the
knowledge of mental illness, which is more semantic than
traditional databases. (2) +e built question answering system
realizes a complete set of word segmentation, question classi-
fication, question template matching, and answer generation,
which can help users’ judgmental illnesses and help users query
relevant knowledge about mental illnesses research significance
and value. (3) +e BiLSTM model is optimized for suicidal
tendency detection in the question answering system. +e
experimental results show that the accuracy rate, recall rate, and
F1 value of the model in this paper are significantly better than
other traditional models in the detection of suicidal tendency.
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Abstract: Falling is one of the most serious health risk problems throughout the world for elderly
people. Considerable expenses are allocated for the treatment of after-fall injuries and emergency
services after a fall. Fall risks and their effects would be substantially reduced if a fall is predicted or
detected accurately on time and prevented by providing timely help. Various methods have been
proposed to prevent or predict falls in elderly people. This paper systematically reviews all the
publications, projects, and patents around the world in the field of fall prediction, fall detection, and
fall prevention. The related works are categorized based on the methodology which they used, their
types, and their achievements.

Keywords: fall detection; fall prediction; fall prevention; fall risk factors; gait assessment

1. Introduction

According to the World Health Organization [1], approximately 28–35% of people
with an age of 65 fall every year. The count further increases to 32–42% for people of age 70.
With the rapid rise in the number of elderly people, the demand for supportive healthcare
systems has also increased. The advancement in the fields of sensors, cameras, and com-
munication makes it feasible to develop more efficient and optimized healthcare systems.
Moreover, financial support from the respective governments motivates researchers to help
elderly people through their valuable research [2]. Research in the medical field shows that
a human being’s process of aging leads towards a decreased walkability in elderly persons
along with bringing down the physiological and nervous system function. Therefore, the
probability of being injured during a walk becomes greater, which can cause several anile
diseases. The prediction and evaluation of fall risks are very important given the surging
number of aged people [3]. The impact of falls in the elderly is extensive and occurs across
the world [4,5]. The process of fall prevention includes knowing and assessing the parame-
ters responsible for a fall, predicting the possibility of a fall, and then not letting the fall
happen. The process may include medical and paramedical treatment to fine-tune the fall
parameters, the use of some aids, and some similar methods. It is very difficult to prevent a
fall; however, long-term treatment may help in achieving fall prevention. Fall intervention
is a set of techniques that help prevent future falls. Techniques that include exercise, home
modification, and medication are carried out under clinical or self-administration with the
aim of fall prevention in elderly persons [6].

1.1. Fall Risk Factors

Understanding the possible risk factors responsible for falls in elderly persons is
required. A better understanding of these risk factors will help in developing a better fall
prevention system. Numerous factors related to biology, behavior, demographics, and
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environment are there that can be a cause of falls for an elderly person [7]. A list of risk
factors has been identified through the study of relevant and published literature, as shown
in Figure 1. Numerous causes are responsible for the fall of an elderly person or patient.
Physiological conditions and falls from the bed are the most common cause of the fall [8–10].
The authors in [11] designed a reliable and flexible method for the classification of falls in
the elderly. Along with that, the operational definitions for types of falls were also provided.
In the proposed three-level hierarchical classification scheme, the first level consists of four
major classifications. Each major classification has further subcategories which are further
divided into other subcategories of level three. The detailed categorization is shown in
Figure 1.

Figure 1. Fall risk factors [11].

1.2. Types of Fall

Categorizing falls used to be a great issue until the 1990s. A lack of consensus among
researchers was the biggest hurdle. Most of the categorization then was based upon the
factors responsible for falls. Depending on the position before a fall, a fall was considered
to be of three general types, as described in Figure 2.
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Figure 2. Types of falls [8–10].

1.3. Fall Detection/Prevention Approaches

A list of technologies has been developed by researchers to detect and prevent the
occurrence of falls in elderly people. Numerous techniques have been used to handle the
problem of falls among elderly people. These approaches are based on the integration
of machine learning, IoT (Internet of things) devices, imaging techniques [12], etc. The
continuous monitoring of the elderly person using either wearable or non-wearable devices
and finding the probability of their fall in advance is known as fall prediction [13]; however,
fall prediction is more concerned with the detection of fall risk factors. It requires a highly
accurate prediction mechanism that could respond instantly in no time. However, it is
not easy to achieve, but an accurate prediction will significantly contribute to preventing
elderly persons from the after effects of falls. Fall detection is the process of finding out that
an elderly person has experienced a fall and then sending some alarm signal to let medical
professionals know about the incident. Various incidents might give an illusion of a fall,
such as sitting on a chair from a standing position, bending on knees to pick something
up, etc. The process is expected to differentiate actual falls from false falls and then send
an alarm to pre-specified people or locations instantly. The intention is to send help to the
elderly people after the fall as soon as possible so that after effects can be minimized.

Fall detection: fall detection techniques can be classified into three basic categories: (i)
wearable devices, (ii) camera-based devices, and (iii) ambience devices. The categorization
of fall detection is presented in Figure 3. In the wearable devices approach, some wearable
gadgets or garments need to be worn by the people at risk of a fall. These devices sense
the information regarding the body posture or the movement and then some algorithm
processing this information decides whether it is a fall or not. The decision is then commu-
nicated to the pre-specified caregivers. However, the use of wearable devices seems to be
very intrusive and an extra overhead to some users. They do not want to bother to keep on
wearing any device all the time. Moreover, there is an issue regarding the placement of the
device. Some activities, such as sleeping and walking, might displace the device from its
original location and may result in less accurate results.
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Figure 3. Fall detection approaches [2].

The camera-based approach seems to overcome some of these issues. The cameras
are placed at selected locations so that continuous monitoring of the elderly people can be
performed passively. Unlike sensors, it is possible to assess and analyze more than one
feature using the camera. These types of systems were less preferable initially when the
cost of the camera used to be very high. Additionally, the data captured through these
devices can be stored for later analysis and reference. In the ambience device approach, a
series of sensors are installed in the vicinity of the related persons, such as a wall, floor, bed,
etc. The data are gathered from these sensors and, using that input, an algorithm decides
whether there is a fall or not. Consequently, the incident is reported to the caregivers. Since
there is no need to wear any sensor, the related person is not concerned about any type of
overhead.

A variety of devices from different manufacturers are available in the market that
send alerts when a fall occurs. According to a survey, the number of automatic systems
for detecting falls will cover 60% of the fall detection systems market by 2019–20. The
compound annual growth rate (CAGR) is expected to be approx. 4% from 2019 to 2029 [14].
Governments are investing more in research related to fall detection devices so that the
major portion of their budget that is used in medical care and treatment of after-fall injuries
could be minimized. These devices differ in their location of the mount, response time, size,
etc. Some of the devices are listed [10–13] below:

1. MobileHelp
2. Medical Guardian
3. LifeFone
4. Bay Alarm Medical
5. GreatCall Lively Mobile Plus
6. Apple Watch

Fall prevention: preventing falls in elderly people is something that cannot be guar-
anteed and achieved 100%. It can be used as an activity for ensuring that the targeted
person is in a minimal risk zone. It is performed through continuous monitoring and
periodically assessing the status of identified fall risk factors. If the observed values for
those parameters lie in the acceptable range, then the targeted people might be assumed to
be in the safe zone. The list of activities [15,16] that can be performed for fall prevention
can be listed as:

• Notice if they are holding onto walls, or something else, when walking, or if they
appear to have difficulty when walking or arising from a chair.
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• Talk about their medication.
• Complete a walk-through safety assessment of their home.
• Enlist their support in taking simple steps to stay safe.
• Discuss their current health conditions.
• Perform regular checkups of the eyes and spectacles.

2. Methodology

This section discusses the methodology followed for carrying out this work. The
literature studied comprises the work completed as publications, patents, and funded
projects or surveys in this domain in the specified time duration, as shown in Figure 4. The
query used for searching is a Boolean “OR” combination of the terms “Fall Detection”, “Fall
Prediction”, and “Fall Prevention”, and it should appear in the title of the publication. A
number of projects/surveys and patents completed in a window of two years starting from
the year 1991–92 was sought out. The process was repeated for the subsequent two-year
periods until 2020. Similarly, the number of publications was identified using Google
Scholar. Additionally, the publications were also categorized according to the different
publishers, including Springer, Elsevier, IEEE, etc. The publications were further grouped
based on the technology used to detect/predict/prevent falls. The articles that were purely
concerned with clinical research were excluded. Additionally, the articles where falls were
a secondary concern, and the primary concern was some pre-existing disease, were not
included. The non-availability of full text and indexing in some inappropriate databases
were also considered as part of the criteria for exclusion.

Figure 4. Review methodology.
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3. Research Publications

To make the review process more systematic, the research publications that have been
studied are placed in various categories depending upon the underlying technology they
are focused upon. Before discussing the research publications in various categories, it
is better to describe the parameters used for the evaluation of an algorithm used for fall
detection or prevention.

3.1. Evaluation Parameters

A fall detection or prediction model needs to be tested for its effectiveness at analysis.
The following four parameters [15,16] are used to evaluate a given model:

(i) Sensitivity: the system can detect falls correctly. It is defined as the ratio of the
number of falls correctly classified and the total number of falls as follows:

Sensitivity =
TP

TP + FN
(1)

where, TP = Falls correctly identified, and FN = Fall not detected by the model.
(ii) Specificity: the system can avoid false alarms (detecting an event similar to a fall,

which is not a fall in actuality). It is calculated using ADL (activities of daily living) as
follows:

Sensitivity =
TN

TN + FP
(2)

where, TN = Number of ADL coorectly classified, FP = Number of False Falls
(iii) Accuracy: accuracy is the capability of a model to correctly identify actual falls and

to recognize falls false as well. It is calculated through a balanced calculation of sensitivity
and specificity:

Accuracy =
Specificity + Sensitivity

2
(3)

(iv) False positive rate: this is the number of false falls identified as actual falls per
hour. It is calculated as a ratio of the number of false falls to the total time of recording:

False Positive Rate =
FP

ADL time (in hrs)
(4)

3.2. Cell Phone-Based Approaches

A simple system for fall risk prediction is developed in [3] using a cell phone along with
a three-dimensional accelerometer. Practically, it is less expensive to use the accelerometer
to monitor a human walking as an object. Along with the proposed work, the authors
defined gait symmetry and stability under the data conditions of acceleration. The proposed
gait assessment model was capable of analyzing and evaluating the stability and symmetry
of an individual’s gait. The proposed gait assessment model could predict the fall risk
of a walking object correctly. The improved results for the performance and efficiency
were obtained, justifying the effectiveness of the work. The problem of fall prediction is a
manifold one, whose solution demands balanced coordination of behavioral, physiological,
and environmental parameters.

Fortina and Gravina [12] designed a system comprising a smartphone and wearable
accelerometer that sends an alarm when a fall is detected in real time. The system was
capable of triggering fall incidents using different alerting modalities, providing emergency
services with a notification in no time. The approach was tested on 20 subjects and the
results reported an 83% specificity, 97% sensitivity, and 90% precision. The fall detection
system in the future would be improved in terms of design and evaluation and become
better because of this work. Research on the invention of modest wearable devices for
blood pressure checking to detect orthostatic hypotension and the associated fall risk is
almost nullified, however, although the research on using smartphones as devices to detect
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falls is in transit, and certain limitations are still challenges that need to be resolved, as
listed below:

• It is doubtful whether the quality of the built-in sensors of cell phones [17] is good
enough to properly identify falls. The accelerometer sensor of smartphones have
dynamic ranges of up to ±2 g, but the level required for a fall detection device to
produce an appropriate result is ±4 g to ±6 g (1 g = 9.8 m/s2).

• The limited battery life (only a few hours) of smartphones on heavy usage is a major
concern [17]. Past studies show that battery consumption rises to more than double
when three sensors are used simultaneously. Using power-saver mode appears to be a
genuine solution, but the performance would be affected considerably.

• Smartphones are not designed and developed purposefully for detecting falls [1]. The
various compatibility and operational issues result in a compromise with accuracy
when used in real time.

• The positioning of mobility sensors significantly impacts the behavior of fall detectors.
The accuracy of the smartphone-based fall detection systems demands its mounting
or placement at some particular and unnatural position, usually the chest or wrist [15].
However, this mandate of positioning either produces discomfort to the user or
compromise with the accuracy achieved. Moreover, an additional device is needed
to carry and position the smartphone at the desired point. It makes the product less
attractive overall.

3.3. Sensor-Based Approaches

The use of accelerometer and gyroscope sensors either alone or in pairs has been the
preferred choice of researchers to detect falls. In some research, the existing sensors of
the devices are being exploited for fall detection, while in others, the desired sensor(s)
is/are connected externally. Figure 5 shows the use of the different types of sensors in fall
detection and prediction. The accelerometer sensor was used in 86% of the research works
related to fall detection or prediction. Only 5% of the researchers used a barometer and
magnetometer for fall detection.

Figure 5. Types of sensors used in fall detection.

The problem of falls in the elderly is renowned and hazardous throughout the world.
A delay in fall assistance may result in practical damage to the elderly person along with a
decrease in movement and ease of living. The authors of [18] suggested a novel system to
detect falls in aged people using the IoT. Their approach was based on utilizing energy-
efficient wireless sensor networks, cloud computing, and smart devices. The wearable
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device was designed by embedding a 3D-axis accelerometer into a 6LoWPAN (low-power
wireless personal area networks) device. The real-time data were collected from the
movement of elderly people. To detect falls with improved efficiency, a decision tree-based
big data model, along with a smart IoT gateway, is used for processing and analyzing
sensor data. The moment a fall is detected, the system reacts by sending an alert message
to the caregivers or emergency services chosen for providing care. The data are managed
and stored in the cloud. The medical professionals can use that data for further analysis.
Additionally, there is a system service that generates another machine learning model based
on these data to adapt to future falls. The experimental consequences were improved fall
detection success rates, measured using accuracy, gain, and precision.

Gait analysis and the monitoring of mobility are usually performed using accelerome-
ters and gyroscopes in wearable systems. Most of the researchers recently have worked
on obtaining and analyzing the data from accelerometers and gyroscope sensors for the
assessment of fall risks [17,19]. Bourke et al. [20] analyzed different permutations of the
magnitude of acceleration, sensor velocity, and body posture and, based on that, a fall detec-
tion system was developed. They observed that the maximum value of fall sensitivity along
with the lowest value of the false positive rate was achieved when the three parameters
were fused and used with a triaxial accelerometer. Bianchi et al. [21] developed a wearable
device by utilizing an accelerometer along with a pressure sensor that mounts on the waist.
Different variants of fall scenarios occurring indoors as well as outdoors were tested to
minimize and avoid false alarms. The results revealed that false positives occurring under
general circumstances are reduced considerably with the usage of the barometric sensor.
As with other usual research, the authors simulated the testing environment, and healthy
young people were used for testing the device. Ease of wearing is a prime characteristic
of fall detection with wearable devices because of their continuous use for a long time. A
study on the wearable devices found that, in a trial with a case that involved an enclosed
waist-mounted device for fall detection performed on aging adults for three months, the
device was transferred to different body locations because of discomfort and bruising [22].
Thus, along with small size, comfort is also a main factor that should be focused upon. The
devices should not cause discomfort even if they are used for a long time and attached to
the same location. Howcroft et al. [23] analyzed the performance of using two wearable
sensors together in predicting fall risks. Two sensors, i.e., pressure-sensing insoles and
accelerometers, four locations of accelerometer, i.e., head, left, pelvis, and right shank, and
choices of three models, i.e., support vector machine (SVM), naïve Bayesian, and neural
network. The observations reported that the best input can be provided for predicting
falls when gait assessment is performed using multiple sensors, such as with a hybrid
of the posterior pelvis, neural network, and head and left shank accelerometers. Some
researchers [24] have invented a novel approach to avert the fall of a user by governing
a passive intelligent walker as per the walking attribute of the user. These sensors are
connected with an aid device for walking to identify gesture movements and the sensor’s
distance from a person. These types of sensors usually have a short range and a high rate
of false alarms, with an individual stepping away from the walker being misunderstood as
a fall. Another researcher [25] worked on the prevention of bedside falls and introduced
a “Bed-exit” alarm. The proposed system utilizes pressure sensors. The pressure sensors
are embedded on the side rails of the user’s bed to sense the movement of an individual if
they move out of the bed. A threshold value is to be set for the pressure sensor which, if
exceeded, leads to an alarm going off to prevent the fall. For interactions with fall preven-
tion exercise games, the available ambient sensors are often utilized. Researchers, Pisan
et al. [26] and Kayama et al. [27], proposed systems that utilize Microsoft Kinect sensors
with a game invented for older adults. The proposed game helps to identify the functional
and cognitive changes in the patients by carrying out different physical and cognitive tasks.
Multi-tasking has been embedded because it is proven to be a reliable predictive factor for
future falls. Tong et al. [28] presented an HMM (hidden Markov model) method utilizing a
triaxial accelerometer for fall prediction. Additionally, the proposed work again has not
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been tested and analyzed on real-life scenarios and elderly people who can be an example
of people who are fall prone.

The solution to wrist-worn fall detection, and its development and assessment, has
been presented in this paper [29]. Several different types of signals and direction com-
ponents were collaboratively utilized along with machine learning methods to find out
the best approach for fall detection. The sensors included a gyroscope, magnetometer,
and accelerometer, the directions utilized were vertical and non-vertical, and the signals
included velocity, displacement, and acceleration. Data for the work were collected from
22 volunteers for both fall and non-fall movements. With machine learning methods, an
accuracy of 99.0% was achieved along with 100% sensitivity and 97.9% specificity. Ad-
ditionally, the work has been tested with threshold methods, and a 91.1% accuracy was
achieved along with a 95.8% sensitivity and 86.5% specificity. In the view of practical
applications, the benefits of machine learning methods have been elaborated upon by the
prolonged tests of a volunteer wearing a fall detector. Work has been proposed in [16] to
detect falls in aged people in indoor environments. This was an IoT-based system that takes
advantage of low-power wireless sensor networks, cloud computing, and big data. For its
implementation, a 6LoWPAN device wearable was used in which a 3D-axis accelerometer
had been embedded, which can collect data from aged people’s movements. The reading
collected by the sensor was analyzed utilizing a decision tree-based model. An alert is
activated if a fall is detected, and the system reacts automatically by providing notifications.
Lastly, the services will be provided built on the cloud. The system provides a service that
leverages these data for building up machine learning models every time a fall is detected.
The work showed very effective success at achieving results within the parameters of
precision and accuracy. The work presented in the survey [30] utilized a depth sensor.
A unique process to identify levels of fall risk has been implemented. This procedure of
level identification is an enhancement of fall detection. The proposed algorithm showed
effective performance results. The different and many suggestions along with solutions are
present in the form of several tools, resources, and assessments for intervention, but falling
is one of the major health problems which can occur to an individual. In today’s time, it is
considered highly desirable to go for health care if a severe fall happens.

The proposed model [31] is a working sub-model for the real-time monitoring of heart
attacks and falls of a patient. To develop this system, an Arduino UNO and Arduino NANO-
based process has been included as the architecture, with pulse and accelerometer sensors.
The key concept is to gather the data related to health from time to time, and the data
collected are to be made available utilizing a real-time interface called Thingspeak. Within
this process, the person can be invigilated from time to time without any disturbance.
The proposed model is also utilized to deliver notifications at the time of emergency
with GSM (global system for mobile communication) technology, which is combined
with the Arduino architecture. This model will be greatly helpful for elderly people,
Frankenstein syndrome patients, or patients with a history of heart attacks because of
genetic disorders. Other work [32] shows a health monitoring solution that identifies the
occurrence of accidental falls in the elderly. The technique of fall detection implements
sound- and accelerometer-based detections for valid fall occurrence. Fall detection based
on an accelerometer is instrumental for the valid detection of fall occurrence. However, it
has been shown that an accelerometer individually is not enough for fall detection because
an accelerometer is affected by misinterpretations of routing motion activities, categorizing
them as falls. To detect the pressure of sound from a resultant fall, the utilization of
sound sensors has been integrated, but the pressure of sound is not enough to be utilized
as a trustworthy fall indicator. Therefore, a method for the detection of falls based on
fuzzy logic has been presented to activate the sound sensor and accelerometer’s output
signals, and the utilization of a sound pressure detector to verify the signal provided
by an accelerometer can lower the incorrect fall detection rate of every day falls from
1.37 to 0.06. Choosing a particular paradigm, given the many approaches for detecting
falls and ADL, needs some parameter to ease the selection. Power consumption is one
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such parameter, especially when dealing with embedded systems with limited constraints.
Most of the wearable as well as non-wearable devices involve classification as one of its
essential steps. Generally, machine learning algorithms or threshold-based approaches
are exploited for classification purposes. The low computation needs combined with the
moderate classification performance of threshold-based approaches creates a trade-off with
the machine learning algorithms that normally demand high computation and offer better
classification performance. A solution was presented for this problem in [33] that matches
the power constraints of embedded systems. The method exploited advanced signal
processing to find the maximum correlation of the unknown event within the available
set of fall and ADL signatures. The power requirements were reduced by adopting a
modified alignment strategy along with a normalization procedure specifically targeting
the computational requirements. The method was able to satisfactorily classify an unknown
event belonging to a specific class of events. Paper [34] discusses UWB (ultra-wide band)
sensors, which are both environmentally and practically based on radar and are non-
wearable, as a solution. Specifically, we are concerned about the impact of unsupervised
changes in detection techniques on UWB sensor information to detect falls. Furthermore,
accelerometer sensor information is also used for assessing the oversimplification of our
unsupervised method for fall detection. Planned techniques are assessed using UWB
sensor information sets obtained from an Australian E-Heath research center (i.e., Living
Lab) and publicly accessible accelerometer sensor information sets. Results produced
capable outcomes. Work [35] shows a stance recognition-based fall discovery framework
for wellbeing observations, predicated based on keen sensors worn from the body function
using personal networks. If it can be determined that this has the best range limit, when
incidental falls occur, it could be successfully utilized in combination with an android
gadget. By aggregating the full-time information and learning of an accelerometer, cardio
tachometer, and other intelligent sensors, a fall might be calculated and separated from our
ordinary lifestyle. The technique concerning the planned framework has been clarified in a
much more feature in the paper. The planned framework accomplishes a 99% exactness
rating by utilizing exclusive sensors similar to a temperature sensor, a circulatory strain
level-checking sensor, and a cardio tachometer.

The work completed in paper [36] shows how one of the projected solutions in the
literature has been modified for use with a smartwatch on a wrist, solving some problems,
and updating part of the procedure. The testing includes a publicly accessible dataset. The
results point to numerous enhancements that can be adapted for the target population.
Other work [37] is focused on designing and developing a live system capable of detecting
falls in humans. When a fall occurs, it would be able to alarm the concerned person so
that the after-fall damages can be minimized. This can be used to reduce the damages at
construction sites and in industry as well. The setup was assembled as a low-cost gadget
using a MEMS (microelectromechanical systems) motion sensor (MPU-6050) and a GSM or
RF (radio frequency) to send data. The mounting location of the gadget is chosen in such a
way that a minor change in the center of gravity of the subject can be noticed.

The information is then processed and analyzed to detect the occurrence of falls. In
this paper [38], an approach is presented that detects the fall of an elderly person while
moving inside the house or indoor premise and provides their exact location. A sensor-
based fall detection method is used to detect the occurrence of falls and the location is
provided using an artificial neural network. The work conducted in [39] was based on the
Internet of things (IoT), and focused on the development of an energy-efficient wearable
sensor node. A lightweight, energy-efficient, small-size and flexible device was designed
for detecting falls. The design was a consequence of an exhaustive study on the parameters
that affect energy consumption in IoT devices (wearable devices). The scope of research
on ambient assisted living using smartphones motivated the researchers to work in this
area. It was concluded from various approaches that wearable devices perform better at
identifying falls from ADLs. These systems are tested in a controlled environment and
optimization is performed for a given set of sensor types, sensor positions, and subjects. A
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self-adaptive pervasive fall detection method is proposed in this work. The work proposed
is robust to the heterogeneity of practical situations in life [40]. The authors in [39] proposed
an RNN (recurrent neural network)-based human fall detection method. The ability of
the network to work with acceleration measurements from sensors means that it has the
appropriate tools for the task. Study [41] presented an IoT fall system for the fall detection
of elderly people that uses the benefits of IoT. The proposed system shows a 3D-axis
accelerometer added into a 6LoWPAN wearable device with the capacity of measuring the
movements of elderly volunteers as data. Table 1 shows the specificity (SP) and sensitivity
(SE) achieved by various researchers. The research work considered in this table has
exploited the accelerometer sensor for detecting falls. It can be observed from the table that
various researchers have succeeded at achieving 100% specificity and sensitivity by using
an accelerometer to detect falls [42].

Table 1. Performance of accelerometer-based fall detection devices [4–13,15–17,19–52].

Title Author Details Year Specificity Sensitivity

Evaluation of accelerometer-based fall detection algorithms on
real-world falls F. Bagalà et al. 2012 83.3 57

Evaluation of a threshold-based tri-axial accelerometer fall
detection algorithm A.K. Bourke et al. 2007 91.6 93

Comparison of low-complexity fall detection algorithms for body
attached accelerometers M. Kangas et al. 2008 100 98

Accurate, fast fall detection using gyroscopes and
accelerometer-derived posture information Q. Li et al. 2009 92 91

Barometric pressure and triaxial accelerometry-based falls event
detection F. Bianchi et al. 2010 96.5 97.5

Assessment of waist-worn tri-axial accelerometer-based
fall-detection algorithms using continuous unsupervised activities A. Bourke et al. 2010 100 94.6

A wearable pre-impact fall detector using feature selection and
support vector machine S. Shan et al. 2010 100 100

Unsupervised machine-learning method for improving the
performance of ambulatory fall-detection systems M. Yuwono et al. 2012 99.6 98.6

Evaluation of fall detection classification approaches H. Kerdegari et al. 2012 92 90.15

Patient Fall Detection using Support Vector Machines C. Doukas et al. 2007 96.7 98.2

A framework for daily activity monitoring and fall detection
based on surface electromyography and accelerometer signals J. Cheng et al. 2013 97.66 95.33

3.4. Camera-Based Approaches

In fall detection and prediction systems, there is a high usage of camera-based sen-
sors [53,54]. For monitoring the routing activities of any individual, distinct cameras are
used in such systems. Along with the pros, these systems also have some cons, such as
budget and privacy, and they are unable to track beyond the camera range. Another fine
example of ambient sensors is proximity sensors, which are utilized for fall detection. Bian
et al. [55] utilized a single-depth camera to introduce a novel approach for fall detection in
which key joints of the person’s body are to be analyzed. This newly developed approach
utilized an infrared-based depth camera which can work in dark environments. However,
the invented approach is not able to identify the falls that end with the person lying on
the furniture. Paper [54] planned an integrative replica of fall motion recognition and fall
severity level assessment. The detection of fall motion and the presentation of data in a
continuous stream, with the time-sequential frames fifteen body joint positions, have been
obtained from Kinect’s 3D camera. Some features are extracted and fed into a designated
machine learning model replica. Compared to existing models, which rely on inputs of the
image depth, the planned method resolves the background uncertainty of the human body.
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The experimental outcome confirmed that the planned method of fall detection achieved
99.97% accuracy with zero false negatives and was robust compared to the state-of-the-art
approach because it utilized image depth.

The work completed in [56] suggested a method for detecting falls using the 3D
skeleton data received from a Microsoft Kinect. The technique utilized the accelerated
velocity of the center of mass (COM) of different body components and the skeleton data
as main biomechanical features and applied long short-term memory networks (LSTM)
for detecting a fall. Unlike other similar methods, it does not require the mounting of a
sensor on any body part of the elderly, people preserving their privacy. The method was
tested and validated on the existing dataset and was found to be effective in fall detection.
Since no special mounting of sensors is required, the device can be used for detecting falls
in elderly people at home. This paper [57] discusses an intelligent fall detection system
based on video. The first step is to extract the silhouette of a person using the background
subtraction method; a collection of features is then evaluated to estimate a fall. The head
position is estimated using a new technique and its virtual velocity is computed using an
FSM (finite state machine).

For the expansion of systems that are human interactive, the visual human action
classification is important. The work [58] enquires about a human stage classification that
is image based, with a walking support system to increase safety. The paper [59] presented
a real-time system that is very fast and more accurate and able to identify falls in videos
taken by cameras. A new spatial and temporal variant-based aspect is presented which
comprises the geometric orientation, the location of a person, and their discriminatory
motion. The datasets used for the study are different cameras that fall with two and three
classes. An accuracy level in the range of 99.0 to 99.2 has been achieved. A comparison of
nine methods has been conducted and the effectiveness and improvement of the presented
approach with the dataset have been given in the work.

3.5. Survey/Questionnaire

The authors in their work [2] have reviewed the existing fall prediction methods and
strategies for old people and patients. Based on the approaches using sensors, the tech-
niques for detecting falls are categorized into three domains namely, “Wearable Devices”,
“Ambience Devices”, and “Camera-Based”. Each class is subdivided further based on their
fundamental principle of working. The advantages and disadvantages of each category
have been listed along with the remarks for further improvements. Similarly, in [8], the
authors have conducted a systematic survey of existing systems for predicting falls in the
elderly. The shortcomings and the challenges listed by the authors help to design effective
implementation techniques for fall prevention and prediction. One of the recent surveys
highlighted a crucial point regarding wearable devices, namely that 32% of the users usu-
ally stop wearing them after 6 months and almost 50% stopped their usage completely after
a year [60]. Therefore, a requirement of research must be to scrutinize the functionalities
of wearable devices, such as modishness, budget, reliability, and flexibility, to increase its
demand among customers. Questionnaires and assessments are often a part of clinical fall
risk analysis that can analyze posture, cognition, and other important fall risk factors [61].
Questionnaire and assessment analysis provides a sample and snapshot for analyzed fall
risks. They are usually subjective and utilize threshold assessment scores to categorize an
individual as fallers and non-fallers [62,63]. However, fall risk flow should be modeled
based on a continuum, and include categories of risk, such as low, moderate, or high fall
risk. Modest sensors and distinct health tools can be utilized to perform the longitudinal
monitoring of aging adults who can provide an effectively accurate assessment of fall risk.
Shany et al. [64] introduced the utilization of wearable devices, such as sensors, for fall
risk, especially under supervised and unsupervised environments. However, discussions
about the testing, validation, and maintenance of different methodologies and real-life fall
implementations are not being discussed in this work.
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Another work in [65] shows a methodic review according to PRISMA (preferred
reporting items for systematic reviews and meta-analysis statement) principles. Twenty-two
studies out of eight hundred and fifty-five were studied for this work. The features which
were extracted from the study were the outcome variables, fall prediction models, sensing
techniques, and assessment activities. Four major sensing technologies, i.e., cameras,
pressure sensing, laser sensing, and inertial sensors, were found to be useful for predicting
fall risk accurately in elderly adults. The work presented accuracy levels in the range of
47.9% to 100% because of modeling techniques and kinematic parameter variations. Several
sensor technologies have been used in fall risk analysis in elderly adults. It can be said that
the devices are very valuable for providing an easy-to-handle and accurate analysis. In the
future, it is necessary to find out ways to diagnose fall risk by using sensor technology. One
of the major concerns of healthcare in several communities, specifically with elderly people,
is unintentional falls. Related surveys have found that sensors, cameras, and sensor-based
approaches are used to develop systems that can classify fall detection with human beings.
The work presented in [66] elaborates upon three parameters, i.e., prevention, assessment,
and intervention, which are shown as a three-tier model. This work has been conducted
to bring together innovative tools, proactive programs, and technology that have been
constructed for fall prevention. The realization of the resources will intensify the clinician’s
capability to precisely assess gait and balance, with the help of which the risk of falls can
decrease. Research work [67] concentrates on falls in the elderly and how elderly people
can be helped with fall prevention. As per the survey, 20% of all the elderly who have
fallen remained on the ground for more than an hour. Moreover, 50% of the elderly people
who suffered from falls die within 6 months of it, even if there are no physical injuries. The
psychological effects can also lead to death. More than 50% of elderly people suffer a fall
far from home where installed fall detection systems cannot reach. One of the top reasons
for fatal as well as non-fatal injuries in elderly people is due to falls.

Fall frequency within one year calculated using time-to-time monitoring has defined
the status of falls for 7/153 fallers or non-fallers. Based on [68] and their analysis of
718,582 turns, prospective fallers turned less frequently, took a longer time to turn, and
were not very reliable in terms of their turn angle (p = 0.007, 0.025, and 0.038, respectively).
Prospective fallers walk slower, use up less time walking and turning, and have extra
time occupied in sedentary behavior (p = 0.043, 0.012, and 0.015, respectively). Those who
have less control over their gait and turning abilities might attempt to decrease the risk
of falling by restraining exposure and implementing advisory progress strategies while
turning. As there were hardly any differences in general active rates among fallers and
non-fallers, turning ability and gait may lead to an elevated risk of fall. Falls of patients
and other injuries related to falls remain a concern of safety. The JHFRAT (Johns Hopkins
fall risk assessment) device [69] has been utilized to perform untimely risk detection, which
is meant to anticipate physiological cascades in adult patients. Psychometric properties
in keen care settings have not been so far completely recognized; this revision sought
to fill that space. The presented results showed that JHFRAT is reliable, with negative
predictive validity and high sensitivity. Positive predictive validity and specificity were
lower compared to the expectation.

An assessment for the identification of fall risk [70] is usually performed in hospitals
and environments, such as the laboratory. Instead of these assessment testing methods,
a passive monitoring solution in the home would be a cheaper and less time-consuming
option. As sensors become more readily accessible, a machine learning replica can be
utilized for the huge amount of information they create. This is useful for the finding,
prediction, and risk determination of falls. In this review, the increased complexity level of
sensor information required analysis, and the machine learning methods used to decide the
risk of falling were analyzed. The latest research on utilizing passive monitoring in house
has been discussed, whereas the viability of active monitoring by utilizing wearable and
vision-based sensors has been measured. The comparison of methods, such as prediction,
detection of falls, and mitigation of risk, has been conducted. This study [71] proposes a
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technique to analyze the ways in which elderly adults at high falling risk interact with the
smart rollator, i-Walker, to navigate indoor, flat environments. The smart rollator is a sensor
and actuator prepared and able to collect data for several hours. In [72], a multi-parametric
score based on consistent fall risk assessment tests, along with medication, the history of a
patient, their motor skills, quality of sleep, and environmental factors was planned. The
resulting entire fall risk score reflects entity changes in vitality and behavior, which are
triggers for fall prevention interventions. The deployment and evaluation of the system has
been conducted in a pilot learning program for 30 elderly patients over 4 weeks. Another
paper, Ref. [73], depicts a person in motion as a scatterer using time-variant (TV) speed, TV
vertical motion angles, and TV horizontal motion angles of scatterers in motion. In addition,
we obtained TV angular parameters of every moving scatterer, such as the departure angle
of elevation, the azimuth departure angle, the arrival angle of elevation, and the azimuth
arrival angle. Moreover, TV unit vectors of the departure of transmitted wave planes
and unit vectors of the arrival of the received wave planes are obtained. Additionally,
showing the Doppler power spectrum uniqueness of such channels provides a closed-form
explanation of the spectrogram of complex channel growth. The precision of the analysis
is determined using simulations. The paper contributes an initiative for implementing to
device-free monitoring of indoor activity and systems of fall detection.

Study [74] collects and analyzes technological solutions that exist for the assessment
of fall risk with several sensor-based technologies. This work also presents an easy solution
for fall risk assessment and provides a design based on the concept for the integration
of solutions based on the sensor for the Finnish National Kanta Personal Health Record.
Paper [75] shows that older adult falls result in substantial medical costs. The calculation of
medical costs attributable to falls provides important data about the problem’s magnitude
and the potential financial outcomes of effective prevention strategies. The objective of the
study [76] was to expand a fall risk mobile health (mHealth) app and to decide the applica-
bility of a fall risk app in healthy and older adults. A fall risk app was created which carries
a health history questionnaire and five progressively challenging mobility responsibilities
to determine individual fall risk. An iterative design–evaluation process for semi-structured
interviews was created for resolving the usability of the app on a smartphone and tablet.
Participants also completed a systematic usability scale (SUS) assessment. Standing-level
falls [77] are the most common reason for injury-related demise in older grown-ups and
a typical cause of attendance at accident and emergency departments. In any case, these
patients once in a while underwent rule-coordinated screening and mediations during or
following a scene of care. Diminishing damaging falls in a maturing society starts with
pre-hospital assessments and proceeds through hazard evaluations and mediations that
happen after crisis division care. Even though means for preventing people from needing
to access emergency services have been implemented, proof-based systems to decrease the
number of falls in elderly adults rely on fall prevention, and advancements incorporate
the approval of screening instruments and the consolidation of contemporary innovations,
such as PDAs (personal digital assistants), to improve fall location identification rates. This
work [78] included measures that speak to various elements (clinical versatility and parity,
quality, physiological, postural influence, and the mean and fluctuation of distinction scores
among double- and single-task walk conditions) to decide the blend of measures that were
the most sensitive for distinguishing fallers from non-fallers. This study aimed to analyze
a smartphone fall prevention app to identify product features [79]. Along with that, the
scope of revenue generation was also explored using willingness to pay (WTP).

3.6. Threshold- and Machine Learning-Based Approach

To develop a reliable and accurate fall detector, it is desirable to have a system that
is capable of effectively distinguishing ADL from falls. The authors in [80] developed a
paradigm that utilizes the sensors of a smartphone. Advanced signal processing procedures
were used to obtain the moving average of scalar values of the three accelerometer compo-
nents. The adoption of the cross-correlation event polarized approach helped the system to
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behave robustly. For better classification, two different types of classification algorithms
were used, one based on threshold mechanism and the other on principal component
analysis (PCA). The performance of the paradigm can be analyzed on two aspects, namely,
the classification of a fall and distinguishing a fall from ADL. As compared to the threshold-
based approach, the method outperformed on both aspects. However, the performance was
moderate for the classification of falls and satisfactory for distinguishing falls from ADL. To
improve the performance of the classification of falls, a modified classifier was presented
in [80]. In the modified classification approach, the posture information of the user was
also gathered after the ADL detection. Using this information, it was easy to discriminate
between the multiple classifications of the same event, which was made feasible when
using a large dataset for assessment.

In [81], a low-cost and very accurate fall detection algorithm based on machine learn-
ing has been proposed. A new method for online feature extraction which employs the
fall’s time characteristics efficiently has been proposed. Along with the same, a new de-
sign of a system based on machine learning has been proposed which can achieve the
numerical/accuracy complexity tradeoff. The lower computing cost of the algorithm helps
to combine it with a wearable sensor as well as make the requirement of energy much
lower, which increases the wearable device autonomy. The experimental results on a big
open dataset show that the accuracy of the proposed algorithm is 99.9% with a computing
cost of less than 500 floating-point operations per second. The fall detection systems that
utilize the built-in accelerometer sensors of smartphones have been developed to overcome
several limitations. One of the major drawbacks of these systems is the enhanced false
alarm rate that inhibits their use as a preferred approach. In this work [82], a new technique
has been proposed using data mining for monitoring falls. The accelerometer data is mined
to discover sequence patterns. These patterns are utilized to formulate a robust system
for monitoring falls based on the mobile platform. The proposed solution was tested on
a real dataset as well as the MobiFall dataset. The results were compared with existing
fall detection algorithms that are smartphone based, and it was found that the method
achieved an acceptable false alarm rate. Fall detection was improved using consecutive-
frame voting in this work [83]. The process starts with human detection using background
subtraction. The subtraction was conducted using a combined approach that involved a
mixture of the Gaussian model with an average filter model. The feature extraction section
has the task of calculating orientation, aspect ratio, and area ratio from the PCA (principal
component analysis) of a human silhouette. In the human centroid section, the moving
objects were grouped using human centroid distance. In event classification, event postures
are classified. In the end, the voting of majority results is counted from consecutive runs.
The results with improved accuracy indicate that the proposed method is better than the
prior work that was tested on the Le2i dataset. Most of the techniques are based on a
TBA (threshold-based algorithm). However, some researchers have used machine learning-
based approaches to predict falls. The hybrid approach of TBA and ML are available in
some cases, but each method has its strengths and shortcomings. The work completed
in [84] analyzes the TBA- and/or ML-based techniques. The work performed in [85] is
capable of identifying the pattern of falls along with the task of detection. This information
regarding patterns is further utilized for assistance using machine learning. The proposed
method was successful at efficiently differentiating falls from non-falls, thereby increasing
accuracy. An automated method for inspection is proposed in this paper [86] to check PPE
(personal protective equipment) usage by steeplejacks mounted beside exterior walls for
aerial work. The inclusion of the aerial operation scenario-understanding method makes
the inspection a tool that can be used to take preventive measures for control. The occlusion
mitigation method based on deep learning is used for PPE checking. The method was
tested under various conditions. The demonstrations and experimental results proved
the reliability and effectiveness of the method for fall prevention and help in adopting
safe supervision. The important offering of work [87] is a non-linear model along with
threshold-based classification for recognizing abnormal gait patterns with more accuracy.
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Within the same paper, a dataset with some real parameters was developed to calculate fall
prediction. The smartphone sensors of the gyroscope and accelerometer have been used for
dataset creation. The presented approach has been implemented and an accuracy of 93.5%
has been achieved, which is good compared to other approaches.

3.7. Other Approaches

Sannino et al. [88,89] proposed an approach where a tag is placed on the subject’s
chest for providing data. The concept of windowing was used to classify windows in fall
and non-fall action categories. Consequently, a final window composition was used to
determine the global action as a fall or non-fall. The technique was tested and verified
on real data comprising fall and non-fall events. The testing results were convincing and
justified the effectiveness of their approach. The work presented in [90] elaborates upon
the multi-player fall prevention game platform and fall sensing games that were inspired
by the exercise program of Otago. The results of the work showed that the game integrates
well with senior care centers. Another work, Ref. [91] presented an improvement of Kalman
filter-based slip estimation for characterizing slipping distance. The very impressive thing
about the algorithm is the detection of accurate slip onset in a fast manner along with the
cost-effective and non-intrusive features of the sensor. For the validation and demonstration
of the implemented work of a slip detection and estimation model, several experiments
have been conducted. The work given in [92] presented a wireless channel data-based
fall-sensing system that is real time and transparent. A dynamic template matching (DTM)
algorithm has been utilized to build up FallSense. The model has been tested on Wi-Fi
devices and an evaluation of the same has been conducted in real environments. The
results presented in the work show the outperformance of FallSense compared to other
approaches in terms of parameters, such as false alarm rate, complexity, and precision.
One of the top reasons for injuries among elderly people is falling. Present solutions
suggest wearing fall-alert sensors, but they have been shown to be ineffective in medical
research because most of the time elderly people do not wear them. These things became
the reason why the new passive sensors that interpret falls using radio frequency (RF)
have come into existence. This does not have any implications for elderly people, and
it does not encourage them to wear any kind of device. The existing approaches cannot
deal with real-world complexities, although major advances have been made in passive
monitoring. These approaches perform training and testing on the same people in the
same environment, and they cannot extend it to a new environment. Additionally, these
approaches cannot differentiate motions from different people, which makes it easy to miss
out on a fall in the presence of different motions. To handle these problems, Aryokee, a
fall detection system that is RF based [93] and which utilizes a state machine-governed
convolutional neural network was proposed. The fall detection system, Aryokee, works
with new environments and people who are not seen in the training set. It also separates
dissimilar sources of motion to improve robustness. The dataset used was of 140 people
performing activities of 40 types in different environments (57 different environments). The
results achieved show 92% precision and 94% recall in fall detection. The methods of fall
detection based on wearable inertial devices have been explored from 2013 to 2018 [94].
First and foremost, fall definition, fall’s conventional phases, the categories of falls, and
the classification of falls have been introduced completely. The research work has been
explained in the context of modules, such as the collection of data, pre-processing, feature
extraction, and the construction of a model for wearable fall detection system frameworks.
The evaluation of the fall detection method’s performance has been performed by inducing
the most-used technical criteria. Finally, nine datasets of fall detection have been elaborated
upon, and also the predictive performance based on the datasets has been assessed.

The FLIP (flooring for injury prevention) study [95] was a superiority trial conducted
over a random 4 years in 150 single rooms at a Canadian LTC (long-term care) site. Resi-
dents’ rooms were randomly blocked (1:1) with compliant flooring installation (2.54 cm
smart cells) or rigid control flooring (2.54 cm plywood) covered with hospital-grade vinyl
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in April 2013. The foremost result was a fall injury of a serious manner lasting more than
4 years which needed a visit of the emergency department and a process of treatment or
a hospital diagnostic evaluation. The secondary results included minor injuries, or any
injuries related to falling, fracture, and falls. Results were confirmed by blinded asses-
sors between 1 September 2013, and 31 August 2017, and examined with treatment as
the objective. The problem of fall detection has been studied elaborately for a long time.
However, designing accurate embedded algorithms with affordable computing costs is still
a challenge because of limited wearable hardware resources.

This work [96] presents a model that is non-stationary, and which is important for
such system development. A 3D stochastic trajectory model has been designed to find
the mobility patterns of the user. The designed model has a forward fall mechanism.
Radio waves will be transmitted to the complete indoor propagation environment, and the
fingerprints of the object scattered on the emitted waves will be collected by the receiver.
The radio channel has been modeled correspondingly through a process that captures the
Doppler effect based on time spent by the occupant at home. The non-stationary channel’s
time-frequency behavior has been studied by calculating the power spectral density of the
Doppler effect and with spectrogram analysis. The derivation and simulation of instant
mean Doppler shift and spread have been performed and the proposed model showed
results at 5.9 GHz. The presented results are very effective at developing fall detection
models which are reliable, and the model is helpful for studying the effect of several
walking/falling patterns. The results are intuitive for emergent reliable fall detection
techniques, though the model is functional for studying the impact of diverse patterns on
the whole fall detection system performance.

This research [97] outlines a detailed technique based on CNNs (convolution neural
networks) for identifying falls using non-invasive thermal vision sensors. It consists of
an agile information compilation for labeling images to produce a dataset that describes
numerous cases of both multiple and single occupancies. The cases mentioned comprised
situations with a fallen inhabitant and standing inhabitants. They also provide information
augmentation methods for optimizing the capability of classification learning and the
reduction of configuration duration. Third, they define three types of CNN for analyzing
the effect of the number of layers and the size of the kernel on the technique’s performance.
The obtained results show, in the context of single occupancy, an accuracy of 0.92, and
a reduction of 0.10 in accuracy in multiple occupancies. The learning abilities of CNNs
have been highlighted as outstanding for use with composite images gained from the
inexpensive tools. Do the thus-produced images have more noise along with uncertain
and blurred areas? The result shows that a CNN based on three layers executes stable
performance, along with fast learning. The planned technique in [98] offered extracts of
motion data using a best-fit approximated ellipse and a bounding box around the human
body, finding a histogram projection and identifying head position over time, which is
useful for producing ten features for fall identification. The above features are fed into a
multilayer perceptron neural network to calculate fall categorization. The investigational
outputs explain the reliability of the planned method for a high fall detection rate of
99.60% and a low false alarm rate of 2.62% when used with the UR fall detection dataset.
Comparisons to state-of-the-art fall detection methods revealed the robustness of the
planned method.

The study conducted in [99] focuses on the validation and improvement of existing
algorithms for fall detection. The study was conducted in two phases. In the first phase,
twenty subjects were recruited of ages 86.25 ± 6.66 years who had experienced high-risk
falls. The data concerning their movements were recorded for 59 days in real time using
the AIDE-MOI sensor. The existing algorithms were optimized using these data. Then, the
evaluation of the optimized algorithm was performed for 66 days. In total, 31 real falls were
recorded through the data gathered in both phases. These data were then segmented into
one-minute chunks for categorization as “fall” or “non-fall”. A significant improvement
was observed in the sensitivity (27.3% to 80.0%) and specificity (99.9957% to 99.9978%)
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of a threshold-based algorithm. A new method is described in [100] that overcomes
several deficiencies of the traditional fall detection methods. The system developed is
completely passive and the user is not required to wear any of the devices. The system is
developed utilizing the channel state information (CSI) of Wi-Fi along with an accelerometer
mounted on the ground to detect floor vibration. The proposed method also overcomes the
limitations of existing methods based on the Wi-Fi CSI approach that mandates the presence
of only one user in the room. The experimental results show an efficient result of 95%
accuracy. A fuzzy logic-based adjustable autonomy (FLAA) model is proposed in [101,102]
to handle the autonomy of multi-agent systems that are active in tough surroundings.
This model focuses on the management of the autonomy of agents and enables them to
make competent autonomous decisions. The autonomy is quantitatively measured and
distributed among several agents using fuzzy logic based on their performance.

Figure 6 details the variation in the number of publications every two years since
1991. The results for the same are obtained through Google Scholar for the keywords
“Fall Prediction” OR “Fall Detection” OR “Fall Prevention”. Similarly, Figure 7 shows
the publication details for certain top-level publishers every two years. From the graphs,
it is evident that the task of reducing or minimizing the fall risk and its after effects has
been motivating more researchers every year. Certain challenges need the focus of active
researchers and show the pathways for future research.

Figure 6. Variation of the number of publications (per publisher).

Figure 7. Variation of the number of publications (publisher-wise).
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Figure 8 represents [103–105] the evaluation of the different approaches developed
to detect or prevent falls. The evaluation has been conducted based on the attainment
percentage of three parameters: sensitivity, specificity, and accuracy. It can be observed that
in some cases, the respective authors succeeded in achieving more than a 98% value for the
respective parameters [14,18,106–112].

Figure 8. Qualitative analysis of various fall prediction and prevention techniques.

4. Patents

Researchers have been continuously working for the last three decades to reduce
the risk and impact of falls in older people or patients. However, a comparatively fewer
number of patents have been filed in this domain. The same is evident in Figure 9. The
work conducted in [26] shows the number of patents filed every two years since 1991 to
date. Most of the patents are filed in the USA. However, [10] describes the details of 0some
of the patents granted in the USA and India. Table 2 gives an insight into some of the
patents that have been granted in this domain.

Figure 9. Patents granted on fall prediction or detection.
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Table 2. Details of patents granted [113].

S. No. Patent ID Patent Title Year of
Approval Inventor Name Country

1 US10037669B2
Fall detection technology

and
reporting

2018

Mark Andrew Hanson,
Jean-Paul Martin, Adam T.

Barth, Christopher
Silverman

USA

2 US8990041B2 Fall detection 2010 Mark D. Grabiner, Kenton R.
Kaufman, Barry K. Gilbert USA

3 US20160100776A1 Fall detection and fall risk detection
systems and methods 2015 Bijan BolooriNajafi, Ashkan

Vaziri, Ali-Reza USA

4 US20180263534 Fall detection device and method for
controlling thereof 2018

Han-sung Lee, Jae-geol Cho,
Moo-rim Kim, Chang-hyun

Kim
USA

5 US20180146737
Shoe system for the detection and

monitoring of health, vitals, and fall
detection

2018 Joseph Goodrich USA

6 US20180007257 Automatic detection by a wearable
camera 2018

Senem Velipasalar, Mauricio
Casares, Akhan
Almagambetov

USA

7 2316/CHE/2013
System And Method For Personal

Crash/Fall Detection And
Notification

2013 Abhishek H Latthe INDIA

5. Projects and Surveys

According to the National Council of Aging, an older adult dies because of a fall every
19 minutes, and every 11 minutes, an older adult is treated in an emergency department for
a fall-related injury [101]. Approximately USD 50 billion is spent on treating fall-related
injuries in older adults in America. Table 3 describes some projects sanctioned in this
domain along with the funding details. Having a birds’ eye view of medical expenditure
on falls worldwide is enough to understand the need for projects and research to be carried
out in this domain. The OU College of Nursing earns a grant of USD 1 million to continue
its fall prevention program. Congress was requested to allocate a budget of USD 10 million
for fall prevention programs in just one financial year [112,114–123].
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Table 3. Details of funded projects for fall detection or prevention.

Project Title Investigators Year of
Sanction Organization Funding Details Project Description

“Randomized Trial of a
Multifactorial Fall Injury

Prevention Strategy: A Joint
Initiative of PCORI and the

National Institute on Aging of the
National Institutes of Health” [61]

Shalender Bhasin,
Thomas Gill,

David B. Reuben
2014 Harvard Medical School; Yale Medical

School; UCLA Medical School

Budget:
$33,365,602

Source: Patient-Centered
Outcomes Research Institute

Behavioral Interventions, Care
Coordination, Other Clinical

Interventions,
Other Health Services

Interventions, Technology
Interventions, Training and

Education Interventions

“Home Safety Adaptations for the
Elderly (Home SAFE)” [62] Unspecified 2010

Fall Prevention Center of Excellence,
headquartered at the University of
Southern California Leonard Davis

School of Gerontology

Budget: Unspecified
Source: The Eisner

Foundation

Home safety for older people
from Fall, fire, etc. and develop

and implement related strategies

“Design and Development of fall
prediction and protection system

for pelvis & femur fractures:
Preliminary study” [63]

Dr. Dinesh
Kalyanasundara m 2015

Centre for Biomedical Engineering,
Indian Institute of

Technology (IIT)-Delhi, Hauz Khas,
New Delhi- 110 016.

Budget: Rs.26,78,162/-
Source: DST

INDIA
Unspecified

“WIISEL(Wireless Insole for
Independent and Safe Elderly

Living)” [124]

Fanny Breuil, Meritxell
Garcia Milà 2007 WIISEL, 7th Framework Programme

Budget: $2.9 M
Source: European

Commission
To prevent falls in older people

“Development of a wireless sensor
network based gait assessment

system for fall predictionin
elderly patients” [125]

Prof. Subrat Kar 2008

Bharti School of Telecommunication
Technology and Management,

Indian Institute of Technology Delhi,
Hauz Khas, New Delhi-

16

Budget: Rs.36,73,200/-
Source: DST

INDIA
Unspecified
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6. Observations and Findings

The systematic study of relevant literature in the field of fall detection and prediction
yields a few observations. These findings are the challenges that researchers willing to
work in this domain might focus upon.

(i) The majority of the systems developed for detecting or predicting falls in elderly
or ambulatory persons are not tested in the real environment. The testing of these
systems is primarily performed on the volunteers, who are healthy and young, and
usually in the laboratory. The lack of validation against actual users puts doubt on
their performance in real life.

(ii) The final acceptance of any system by the actual users is more likely if their opinions
are incorporated at the initial stage of development. Unfortunately, the requirements
are not gathered by actively involving the elderly peoples initially.

(iii) Most of the projects, patents, and models developed validate their product by measur-
ing certain parameters. There are hardly any cases where user acceptance or satisfaction
is taken as the criteria for the effectiveness of the research work conducted.

(iv) A hybrid approach of wearable, as well as ambient devices under reasonable cost
would be beneficial to deal with obtrusive factors.

(v) Most of the people who are under consideration are reluctant to press the panic button
after a fall. It happens either because of difficulty in activating it or because they do
not want to disturb their caregivers.

(vi) Nearly no studies have so far involved the inputs of actual subjects and their relatives
and family members. It may be the case that not every time a person falls requires the
emergency services. Similar issues can be handled if they are actively involved in the
requirement gathering step.

(vii) Usually, the products are designed from a technological perspective, considering
things such as power consumption, battery backup, response time, sensors mounting,
etc. Medical grounds are surpassed generally by these technical debates.

(viii) In the devices with a push-button, the older people take more time to realize that
they are falling rather than younger ones (who are used for testing the device). Con-
sequently, they might not press the button in a timely manner. This is challenge for
older people that needs to be addressed.

(ix) The existing systems are hardly in line with the patient confidentiality standards and
regulations of the HIPPA.

7. Conclusions and Future Scope

Despite continued research over many decades into preventing and predicting falls in
elderly people, some factors are still unattended to. The concerns of various governments
and the reputed organizations, such as the WHO (World Health Organization), regarding
the increasing incidents of falls and their impact are enough to attract researchers to this
field. However, some recent research has claimed to achieve the required accuracy in
predicting falls, but still they are questionable because of their testing environment. Most
of the researchers have not taken into account the perceptions of the actual users regarding
what they expect from the product. National governments prefer to give funding for
promoting research in this field so that the budget that is spent on after-fall services can
be reduced. In the future, the researchers may focus on exploiting some of the principal
observations stated in this paper. A hybrid approach of proper education, IoT techniques,
and clinical support is expected to achieve real goals.
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Abstract
Distributed computing provides extensive storage capacity for customers to carry out their applications with no investment 
in infrastructure. As a result, many companies do their trade in the Public Space. For an instance to process the initial infor-
mation set, many mediator information sets will be used for information exhaustive applications. However, protecting the 
protection of the intermediate information set is a difficult job. To solve this problem, numerous algorithms are implemented 
in the literature for retrieval problems. As a result, in my previous study, the optimal privacy protection of cloud-based data 
search was proposed using an oppositional cuckoo search and an ElGamal encryption algorithm. However, the downside 
is ElGamal, and the ciphertext is twice as long as the plain text. In addition, this algorithm is slower and necessary for ran-
domness. To overcome the problem in this work, we propose the Optimum oblique Cryptography (OOCC) Algorithm for 
Encryption. In this, we primarily choose the equivalent node starting with and create the transitional dataset and apply the 
Opposition Cuckoo Search (OCS) algorithm. We choose confidential material from the intermediate information. We then 
encrypt sensitive data using the OECC algorithm. We now use an algorithm for orthogonal wisdom element optimization 
(OLPSO) for input generation. The information can be stored securely in the cloud after encoding; we recover the query 
dependent statistics securely from the cloud; performance of proposed effort on a variety of procedures, such as data transfer 
rate, encryption time, memory usage, and information thrashing.

Keywords Cloud service provider · Privacy-preserving · Encryption · Retrieval · Elliptical cryptography algorithm · 
Orthogonal learning · And storage system

Introduction

Cloud computing is the major and popular innovations 
both in IT companies and in R&D (Chengpeng 2011). 
This cloud computing (Xun 2012) ensures the representa-
tion of extensive computational management across the 
network and the introduction of compensate as use model. 
This cloud infrastructure will allow greater administration 
based on virtualized computing and storage technologies 
through next-generation data centers. Users are capable 
to way in cloud information and software wherever in 
the world on a compensate as use go financial method. 
In comparison, cloud computing (Armbrust et al. 2010) 
is used for computing possessions which are offered for 
system service. The name is derived beginning with the 
traditional utilize of a cloud produced representation as 
a concept for the composite transportation used in the 
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organization representations (Bellare and Mihir 2000). 
Cloud Computing uses three different service mod-
els (Armbrust et al. 2010; Mather et al. 2009), named 
“Cloud Computing” as Platform-as-a-Service (PaaS), 
Infrastructure-as-a-Service (IaaS), and Software-as-a-
Service (SaaS). Cloud Computing classifies four opera-
tion representations are hybrid cloud, private cloud, open 
cloud, and Community Cloud.

All participants in cloud computing retail cuffs will 
gain from this new industry mock-up as they know how 
to focus on its own core business and growing its costs 
(Zhang et al. 2011). As a consequence, many individu-
als or businesses have brought their enterprise to cloud 
computing environments. Cloud computing causes chal-
lenges and countless chances at the same time. Security 
is built to be a crucial barrier to cloud computing on its 
path to success (Hassan and Qusay 2011). The security 
problems of the cloud computing approach are immense 
and very dynamic. The positioning of data in cloud 
computing security is a key factor in cloud computing 
security (Mell et al. 2011). One of the unique properties 
for cloud computing is location transparency, which is a 
security vulnerability at the same time without knowing 
the correct location of data storage, and the provision of 
a data protection act for certain countries may be severely 
affected and violated. The privacy of cloud users is there-
fore a critical threat in a cloud computing environment 
(Haghighat et al. 2015).

However, privacy issues and security will bring 
regarding during holding transitional information sets 
are indicated here (Adams et al. 2009). At risk of being 
compromised is the incidence of midway information 
sets cargo space increases the assault exterior, so that 
the creative information confidentiality may be veri-
fied. The midway information set store room may be 
unmanageable, and can be accessed and divided by other 
applications and the original data owner, considering an 
opponent to congregate & take a chance the confiden-
tial information to the creative information set, auxil-
iary contributing to extensive financial defeat. With the 
occurrence of cloud services, more and more sensitive 
data are being centrally into the cloud servers, photos, 
company financial information, government documents, 
and called as emails, personal health records, private vid-
eos, etc. (Hussein et al. 2016). To defend combat unso-
licited accesses and data privacy, sensitive information 
has to be encrypted previous to sending data to another 
(Cloud Security Alliance 2017) to afford back-to-back 
data privacy pledge to beyond and cloud. Nevertheless, 
real fact operation is creating by data encryption of an 
extremely stimulating mission rendered that there will 

be enormous outsourced in sequence records. In cloud 
computing, Data owners become progressively outsource 
sensitive information in encrypted form from neighbor-
ing strategy to the public cloud for supplementary flex-
ibility and economic savings (Tari et al. 2015). At many 
encryption algorithms are available such as ECC, AES, 
and Round robin etc.

The main aim of the projected approach is to secure the 
in order storage and improvement scheme by combining 
orthogonal element group optimization and an elliptical 
cryptography algorithm for the cloud. We can also use 
Elgamal Encryption Mechanism for Secure data storage 
in cloud. ElGamal encryption is a public-key cryptosys-
tem. It uses asymmetric key encryption for communicat-
ing between two parties and encrypting the message. This 
cryptosystem is based on the difficulty of finding discrete 
logarithm in a cyclic group that is even if we know ga 
and gk, it is extremely difficult to compute gak. Here, we 
primarily produce a framework midway information set 
and find the matching node in the cloud using the OCS 
algorithm. Then, we find out all about sensitive informa-
tion and non-sensitive information in the data analysis. We 
then encrypt the sensitive encryption using the Optimal 
ECC algorithm. In ECC, we use the OLPSO algorithm for 
the key generation process. We just encrypts critical data 
to reduce the expense of encryption and memory use in 
this article. Finally, we are going to retrieve the question 
relevant info.

The key purpose of proposed work is as follows:

• The projected model encrypts confidential data on the 
server part and provides protected encrypted information 
to the inspection supplier.

• During the inquiry scan, the customer must get back the 
top-n documents that are appropriate to the inquiry.

• The designed system offers multiuser authentication by 
registering with the manager

• Conserve confidentiality of encrypted information using 
a mixture of OLPSO and ECC.

The remaining sections are as follow: In the section 
“Related works”, a brief overview of some of the literature 
on the security of privacy in intermediate dataset techniques 
is presented. The section “Back ground of the proposed 
research” addresses the background of the study. In the 
section “Proposed secure data retrieval system”, a detailed 
overview of the projected approach is given. In the section 
“Results and discussion”, the discussion on investigational 
outcome and routine assessment is given. Finally, in the sec-
tion “Conclusion”, the conclusion is illustrated.
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Related works

A lot of researchers have residential stable data revival in 
a cloud surroundings. A number of the explore work are 
verified at this point. A cost-effective approach to stor-
age and privacy preservation in the cloud environment 
was discovered by Ramachandran et al. (2014). The sub-
scription model is expanded by Cloud computing, where 
Consumers pay purely for their use of resources. Numer-
ous applications are now used in cloud computing. These 
have a large number of important midway outcomes for 
hypothetical applications. Whereas it is not a money-
making approach to store up all intermediate informa-
tion. Simultaneously, the multiple intermediates can be 
referred to by adversaries which outcomes in the stealing 
of knowledge. In the same way, encrypting any aspect of 
the intermediate results would increase the user's cost of 
computing. Providing a gainful solution for storage and 
isolation for outcome measures is the main support of 
the framework.

Ciphertext Policy characteristic-dependent Encryption 
is a capable technique for dealing with this safety Prob-
lem, for which the information owner can set up a control 
organization for encoding Information. Decryption is con-
ceivable when client’s impossibility of missing proper-
ties fulfills the entry control tree. In view of the quality 
of the clients, private keys for the clients will be made. 
Another viewpoint to be included in this framework is the 
main problem that a single external expert may interpret 
an encrypted data that may contain confidential data. To 
conquer this problem, Saikeerthana and Umamakeswari 
(2015) explained the encryption policy attribute of safe 
data storage and data retrieval. In this situation, the key 
generation for clients will be issued by a specific key age 
expert and the standard of clients will be supervised by 
the property management specialist. Along these lines, 
none of the experts can decipher the mystery data of the 
knowledge holder.

Deep learning gained lots of interest and productively 
linked in a number of fields, such as image processing, PC 
security, bioinformatics, image processing, entertainment, 
and so on. Then again, deep learning typically has a huge 
amount of preparation data that a sole proprietor could 
not provide. It is necessary for customers to stock up their 
information in an external cloud as the volume of informa-
tion becomes overwhelming. Data are typically put away 
in an encoded form because of the confidentiality of the 
data. They have to deal with two difficulties in applying deep 
learning to available information sets own by different own-
ers of cloud information: (i) The information is scrambled 
with diverse keys and they must be protected, counting mod-
erate performance; and (ii) the information owner(s) should 

hold the computational costs and communication costs of 
the information negligible.

Consequently, the search for encrypted cloud papers 
using explanation words was explained by Keerthiga et al. 
(2015). Security enables a solution for safe ranked explana-
tion words investigate over encrypted ambiguous informa-
tion to be used in the information search scheme. Instead of 
submitting indifferent outcomes and additional ensuring the 
correctness of folder revival, prepared investigate signifi-
cantly industrial methodology usability by enabling seek out 
consequence significance position.

The numerical determination method, i.e., the benefit in 
value from the retrieval of information, was explored to cre-
ate a stable investigate catalog. Multiple information reserve 
map techniques have been maintained to better defend these 
critical achieve data. The approach has been enhanced to 
increase the value of active growth. The framework also pro-
vided verification of the findings of the investigation. One-
to-many order preserving mapping approaches have also 
been improved in a reversible manner. Review of similarity 
technique was worn to recognize the query consequences for 
the cloud information storeroom.

Furthermore, the Safe and Interactive Multiindexes 
grade investigate systems over Encrypted Cloud infor-
mation was described by Xia et al. (2015). Specifically, 
in the directory building and inquiry creation, the vector 
break method and the commonly used TF IDF reproduc-
tion were combined. They create an individual method, 
Tree dependent directory organization, and a "moderate 
Depth-first Search" algorithm to offer an accurate search 
for multi-keywords. To encrypt indexes and question vec-
tors, the Safe k-N algorithm was used. Accurate calculation 
of the score between encrypted indexes and query vectors 
is thus ensured. Phantom words for blinding search results 
have been applied to the index vector to avoid mathemati-
cal attacks.

Ren et al. (2016) clarified a stable search for cloud storage 
enhancement with homomorphic indexing. This paper uses 
an exclusive or homomorphism encryption scheme to help 
protected keywords search scrambled information for dis-
tributed storage. In the first place, this plan describes another 
knowledge insurance policy by encoding the catchphrase 
and fastening the method conducting XOR process together 
an irregular piece sequence for every gathering to ensure 
contact design spillage; in the second place, the homomor-
phic assessment input empowers the search assessment to be 
ascertained on request, and then evacuates the dependence 
of input storage on cloud. This plan also reduces the spread 
of knowledge to the specialized co-op on the ground that the 
homomorphism-key system is more critical than that key 
stockpiling on cloud.
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Background of the proposed research

We will first describe the algorithm worn in this work. Later 
part will discusses about the projected Scheme.

Particle swarm optimization

The universal Optimization Approach is a Particle Swarm 
Optimization (PSO) algorithm (Parameswari et al. 2021; 
Ramesh 2020a); global optimization is a group intellect 
(Ramesh 2020b) algorithm that simulates swarm behaviors 
such as bird flock and angle training. It is a population-based 
iterative learning algorithm that assigns certain typical fea-
tures to other evolutionary computing algorithms (Ramesh 
2020c).

On the other hand, PSO is searching for a most favorable 
for every element flying to adjust its flying trajectory and 
the search space, enabling its unique most excellent under-
standing its neighborhood, rather than from beginning to end 
particles undergoing genetic operations such as collection, 
crossover, and transformation (Ramesh 2020d). Thanks for 
its elevated degree of competence and ease of idea, PSO has 
proved to be an extensively accepted optimization method 
which is effectively useful to a lot of real-time troubles. 
In ordinary PSO, every entity in the group is considered 
as an element in the Swarm. As a particle in a D direc-
tional investigate break, & verified by 3 tuple {Xi,Vi,Pi} . 
Xi = (xi1, xi2, ..., xiD) and Vi = (vi1, vi2, ..., viD) depicted 
the location and speed of the particle i , correspondingly. 
Pi = (pi1, pi2, ..., piD) signifies the personal best (p best) of 
element i . G = (g1, g2, ..., gD) . To depict the universal great-
est which was, the maximum situation follow by whole col-
lection? The worth of every constituent in the vector Vi can 
be blocked the choice of [−vmax, vmax] to manage the need 
less roving of constituent part exterior the seek out freedom 
and shown in one reference (Adams et al. 2009)

wherever i = 1, 2,… ,M suggests the numeral of element 
and the dimension of elements is d = 1, 2, ...,D.r1 and r2 are 
evenly assigned arbitrary numeral whose variety is [0, 1]. c1 
and c2 are knowledge factor [0.1]. � is the inertia load [0.1] 
to stay away as of the unrestricted expansion of particle’s 
rapidity.

The element flies in the direction of an original location 
according to (2), and every worth of the original location 
(Haghighat et al. 2015) be supposed not go ahead of the 
choice of [min X, max X]

(1)
vid(t + 1) = � vid(t) + c1r1[xid(t) − pid(t)] + c2r2[xid(t) − gd(t)],

(2)xid(t + 1) = xid(t) + vid(t + 1).

At the commencement, the place and quickness of every 
element in the swarm are started randomly. After that, each 
element is directed by finest element and its own flying prac-
tice (pbest), i.e., modified by (1) and (1) (2). This process 
is recurring in anticipation of a discontinue standard estab-
lished by the consumer is achieved.

Algorithm 3.1: Determination of fitness function

Step 1: Initialize the location and quickness of every element 
at random.

Step 2: Determine fitness values of every element; The 
pbest of every element be its existing position; let gbest be 
the finest lone of every element.

Step 3: revise the swiftness and situation of every element 
using (1) and (2).

Phase 4: The fitness significance of every element is 
determined.

Step 5: Pbest modernize. For every element, if its latest 
situation fitness value is better than that of its pbest, next 
alternate the latest location with its pbest.

Step 6: Revise gbest. If the robustness charge of its latest 
location is better to that of the gbest for each particle, then 
substitute the gbest with gbest.

Step 7: If the end customary is fulfilled, then result gbest 
and its strength worth; or else, Proceed to Step 3.

OLPSO

With an effective and promising exemplary approach, the 
OL strategy will guide the particles in better direction. The 
OL strategy uses PSO for every topological structure. For 
example, provide a 3-dimensional Sphere function with 
[0, 0, and 0] as the global minimum point. Presuming that 
the current position is = [2, 5, 2], its best personal posi-
tion is = [0, 2, 5] and the best position of its neighborhood 
is = [6, 1, 2]. The revised quickness of T = [2, − 7, 1] allows 
for (Ramesh 2021), and thus, the latest location is = [4, − 4, 
3], followed to new location with a charge worth of 29 that 
is lower compared to Xi and Pi. For consequence, the obser-
vation from and within this century does not support the 
particle. On the other hand, vectors in their structures and 
definitely acquire good knowledge.

For e.g., if we can decide the two vectors' good dimen-
sions, we preserve and unite them to shape a new supervi-
sion vector of = [0, 0, and 1] from which the first coordinate 
0 originates.Pi even as the 2nd and the 3rd harmonize 1 and 
0 move toward as of Pn . Afforded the management of Po , 
the improved quickness roll away to be Vi = Po + Xi = [1, 
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1, 0] − [4, 6, 3] = [− 3, − 5, − 3]; hence, the latest location is 
Xi = Xi + Vi = [1, 1, 0], consequential for novel and superior 
location with a price f (X) = 1 which develops the element 
flutter closer on the way to the comprehensive optimum [1, 
1, 0].

System model

The quest scenario and recovery of encrypted information 
in the cloud is illustrated in Fig. 1. The structure consists 
basically of 3 individuals, for example the data owner (DO), 
the data user (DU), & the cloud service provider (CSP). 
The data owner has collected a dataset D, however, with 
different details. The data owner has compiled a D dataset 
with various information forms. It is difficult to handle large 
datasets; the data owner thus generates a middle data set. DO 
then distinguishes the relevant data from the non-sensitive 
data collection.

The confidential data selected would then be encrypted 
with the encryption algorithm. In the cloud service provider 
are also stored the encrypted files (CSP).All sensible files 
stored on the CSP in encrypted formats after the above pro-
cesses have been completed. It can be decrypted only by the 
DU. The CSP or a third party should not have information 
leakage. Typically, the DU can retrieve CSP files relevant 
to the query. First of all, a DU will submit the CSP query. 

Here, the DU information is sent to the DO by the CSP. The 
DO will enquire for user id and signature when the authen-
tication success is achieved; the DO sends the decryption 
key toward DU and CSP forwards the question linked top-
n-encrypted file to DU. If user identity is not authenticated, 
the application is ignored.

Proposed secure data retrieval system

The major purpose of the projected work is to safeguard 
data storage & to recover data from the cloud over many 
stages. Confidentiality is one of the greatest challenges 
to the cloud, as cloud consumers can accumulate a vast 
quantity of production data in the cloud. This occurrence 
has contributed to the development of various organiza-
tions or alliances in the cloud. However, due to privacy 
protection issues, many potential clients are still hesitant 
to take advantage of the club. We provide cloud storage 
data with confidentiality in this job. The paper consists of 
4 phases such as (i) transitional records set generation, (ii) 
finest join collection support on OCS selection, (iii) fin-
est ECC dependent encryption, and (iv) reservation-based 
information revival and selecting sensitive data. The general 
diagram for the proposed scheme to privacy conservation 
is shown in Fig. 2.

Fig. 1  Retrieval system in cloud
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Optimal node selection based on OCS module

Cloud computing is a combination of a wide range of tech-
nologies to provide an IT service business model. Customers 
will save on their IT technology investment; many businesses 
integrate all their business into the cloud. At the same time, 
many consumers do not use cloud services, since they are con-
cerned about safety and privacy, because privacy issues and 
intermediate data sets are very relevant in the cloud. Take into 
consideration the input dataset with N attributes and S record 
number. We are splitting the original data set into many inter-
mediate data sets that have been generated for the purpose of 
privacy. The intermediate dataset is then stored in the cor-
responding CSP node. There are numerous descriptors in of 
node here. One of the important issues is fixing the intermedi-
ate dataset in the corresponding node. Therefore, with OCS 
algorithm, we optimally pick the node. The most significant 
characteristic of transitional information is that it would be 
generated if we are aware of its origin. Information from effort 
flows are a type of essential metadata in which the addiction 
connecting information sets are documented. The data origin is 
particularly important, since some intermediate datasets were 

deleted after performance, but scientists often had to create 
them for re-use or re-analysis. The source of data is used for 
management in our research of intermediate data sets and we 
take it for granted that the data recorded are used to create 
relationships in data sets generation.

Responsive information selection based 
on information gain module

We assess the insensitive information and receptive infor-
mation toward the after the intermediate information set is 
selected. It is neither competent nor cost-effective for encrypt-
ing all the transitional information sets, and instance consum-
ing. In this paper, we therefore only encrypt confidential data 
that can reduce the cost of maintaining privacy compared to 
previous approaches; it is useful for cloud users. We use the 
information gain formulation to pick the sensitive data before 
encryption.

The information expand IG is considered established on 
Eq. (3)

(3)
IG = Entropy (parent) −

[

average entropy (children)
]

.

Fig. 2  Projected methodology
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We fix an entry charge after the information process and 
break the information into responsive and non-responsive data. 
Afterward, the confidential information is chosen for encryp-
tion. Find a basic example of knowledge gain in computing. 
Process step by step.

In this section, each data entropy is calculated first and the 
information gain is then calculated.

Finally, we give the sensitive and non-sensitive informa-
tion a threshold value that was calculated at the threshold. The 
calculation of entropy is as follows:

where, Pi is the Likelihood of set i.
Subsequently, we measure the data expand of every knowl-

edge. Here, we compute which is most useful for processing 
to allocate in an afforded data set. Gaining data show us the 
key feature vectors of a given attribute. We use it to evaluate 
the categorization of ascriptions in the resolution tree node.

The in sequence grow IG is considered established is shown 
below (5)

We fix a maximum charge after the information process and 
break the information into responsive and non-responsive data. 
Afterward, for the encryption method, we pick the sensitive 
data. Let us conceive of a simple instance of calculating the 
gain of knowledge. The method is illustrated below.

Phase 1 Consider the information set with the three char-
acteristics and one of the two classes.

Step 2 If X is the finest element, this node is further sepa-
rated by the best attribute (Fig. 3).

(4)Entropy =
∑

i

−Pi log2 Pi,

(5)
IG = Entropy (parent) −

[

average entropy (children)
]

.

Step 3 We measure the gain cost of the complete quality 
available to the trial information set given in Table 1. On the 
basis of step 2.

Step 4 We correct one threshold value after the information 
process, depending on the Maximum price, breaks the infor-
mation into responsive or not. If the IG acquire is higher than 
the Maximum, the information is responsive; otherwise, the 
information is non-responsive. Afterward, for the encryption 
method, we choose the sensitive data.

Optimal elliptic curve cryptography (OECC)

After the sensitive data identification, we have to encrypt the 
sensitive data, so that while reducing the execution time and 
privacy-preserving cost. For encryption, we suggested an 
optimal elliptic curve cryptography (OECC) algorithm by 
this paper.

In the ECC algorithm proposed, the main values are opti-
mally selected and the orthogonal learning element group 
optimization algorithm is useful (OLPSO). By the ECC pro-
cess, the private and public keys are established, making the 
encrypted data safer. The general elliptic curve equation is 
given below

(6)y2 = x3 + ax + b.

Fig. 3  Procedure of in order 
achievement calculation
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Y   Y
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Y
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               =0.5284+0.39     
=   0.9184 
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Sequence Expand = 1- (3/4) (0.9184) – (1/4) (0) 

Table 1  Sample information set X Y Z C

0 0 0 X
0 0 1 X
1 1 0 Y
0 1 1 Y
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As we need part of key generation and both community 
input and confidential input to be generated. The correspond-
ent will use the recipient community key to encrypt the mes-
sage and the recipient will decrypt his private key. Under-
neath the primary generation and structure are clarified.

Key generation by ECC

Two predetermined fields clarify the operations of elliptic 
curve cryptography: the main field and the binary field. The 
right field with finitely large numbers of points is chosen for 
cryptographic operations. Major Field procedures pick the 
prime quantity and finitely great information of fundamental 
position are generated on the elliptic curve

where r is the random values, P is the point of the curve, and 
puky is the public key.

Here, we optimally choose the r standards established on 
the optimization method. Here, OLPSO algorithm is applied 
to choose these standards.

OLPSO‑based key generation

A crucial element is an input generation wherever we 
include to give both community key and confidential key. 
As we optimally choose, the random value R is present in 
the input for the section.

• Resolution initialization

In optimization algorithm, solution initialization is a 
crucial procedure. The solution is to produce established 
on the random value R. We arbitrarily dispersed prelimi-
nary solution at first. The random value R comprises of 
only the prime records

• Robustness computation

Assess the fitness function based on the equation sub-
sequent to that chooses the finest one

• Updation using OLPSO stage

Based on (10) and (11), Particles update their speeds 
and positions. The original PSO can be updated when 

(7)puky = r × P,

(8)Si = Pi (i = 1, 2,… t).

(9)fitness = max key breaking time.

applying the policy as an OLPSO that associates data with 
and forms a better guidance vector. The inventive PSO will 
be modified as a CPSO using an OL method which adhere 
data from and to outline a raised supervision vector. The 
flying speed of the element is thus altered as

where � is the inactivity heaviness, c is the arbitrar-
ily chosen cost which is predetermined as 1.99, rd is the 
arbitrary charge constantly produced within intermission 
[0, 1], Vd

i
 is the Speed of ith element, Xd

i
 is the present 

place of the element i , and Po is the supervision vector.The 
supervision vector Po was used to create every particle i , 
likewise, beginning Pi and Pn as

where Pi is the Individual finest location, Pn is the Neigh-
borhood’s finest location, and ⊕ is the stands for supportive 
process.

• Preservation criterion

The algorithm will terminate its implementation when 
if a greatest amount of iterations is attained and the resolu-
tion which shares the finest fitness significance is chosen 
and this value is attributed to the random value.

Encryption and decryption

As we have to inscribe the information for the optimal 
key selection process. The contribution communication 
is inscribed and the productivity is categorized into two 
cipher text as C1 and C2

The Om indicates the novel maximized major cost in 
Eq. (13). This encrypted communication C1 and C2 is sent 
to the recipient. After getting the ciphertext, the recipi-
ent encrypts the communication applying the subsequent 
equations

The pseudo-code for OECC encryption algorithm is 
explained as follows:

(10)Vd
i
(t_1) = �Vd

i
+ crd(Pod − Xd

i
),

(11)Xd
i
(t + 1) = Xd

i
+ Vd

i
,

(12)Po = Pi ⊕ Pn,

(13)C1 = Om × P,

(14)C2 = EM + Om × P.

(15)M = C2 − r × C1.
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Query‑based retrieval module

After the storage system, we have to retrieve the query-based 
data. In this, data user (DU) forwards the request to the CSP. 
Immediately, CSP send the DU information this to owner. 
DO check the authentication process. If the verification is 
success, the Server informs the encrypted file for customer 
and after that customer decrypts the file by means of the 
private input sent by administrator. If the user id is not veri-
fied, then the request is ignored.

Results and discussion

Performance of the Projected Method is inspected in this 
segment. We are using JDK 1.7.0 in a windows device which 
consists of Intel (R) Core i5 processor, 1.6 GHz, 4 GB RAM, 
and the O.S is Microsoft Window 7 is implemented by sug-
gested system using Census-Income (KDD), the suggested 
work is examined (Ramesh 2021) dataset which is com-
monly applied information set in the confidentiality inves-
tigation population.

Dataset description

In this experiment, we implemented the Census-Income 
(KDD) (Ramesh 2021) information set. In this data set, 
299,285 reports and 40 features are included. This information 
set is a population survey performed by the U.S. in 1994 and 
1995. This dataset was usually used to test Anonymization 
calculations as an accepted benchmark. The Adult Data Set 
subset has been widely used to test anonymization algorithms 
as a de facto benchmark. By deleting records containing miss-
ing values and granting enormously warped distributions, the 
data set is sanitized. With 153,926 documents, we found a 
sanitized data collection, from which information sets are 
sampled in the subsequent experimentation. Of the initial 40 
assignments, 12 are chosen, including 10 quasi-identifier and 
4 (3 arithmetical and 2 definite) responsive assignments.

Performance analysis

The fundamental scheme of our investigation is to protect 
the data storage and retrieval System by hybridizing the opti-
mization of orthogonal learning particle swarm and elliptical 
algorithm of cryptography. The proposed scheme focuses 
primarily on two important contributions.

The first is secure storage of data and the second is retrieval. 
Here, we first break the data set into a variety of intermediate 
datasets for stable data storage. Then, using the oppositional 
cuckoo search algorithm, we choose the appropriate node 
from the CSP (OCS). Then, using the data gain calculation, we 
pick the critical data from the intermediate data. After that, we 

encrypt confidential data, because it is cost-effective and time 
consuming to encrypt all datasets. The encrypted files are saved 
in the CSP after that. Then, the question is sent to the CSP by 
the user. The data owners check the details of the user and give 
the user the decryption key. Finally, the CSP sends the docu-
ments associated with the query to the recipient. Here, we ana-
lyze the performance based on encryption instance, information 
transmit speed, information failure, and memory convention.

This segment describes thoroughly the efficiency of our pro-
posed solution. As stated by the investigation, the encryption 
instance increases regularly as the threshold charge decreases, 
as shown in Table 2, Encryption instance and memory utilize 
for dissimilar threshold values. When the maximum charge 
is 0.12, the encryption moment is low; similarly, when the 
threshold charge is 0.3, the encryption time is high. In addi-
tion, the identical board also displays the Remembrance use 
of a threshold charge that differs. It illustrates that when the 
maximum charge is high, the memory utilization is low; simi-
larly, the memory usage is elevated when using small threshold 
charge fixing. It displays the encryption point and memory 
consumption for different volume of records when considering 
Table 3. The encryption instance increases as the size of the 
file continues to grow, according to the report. Similarly, as the 
file size continues to increase, memory consumption increases.

Comparative analysis

In this section, our projected method is compared with vari-
ous optimization methods based on encryption and without 
optimization algorithm-based encryption. The comparative 
result of the privacy preservation on the intermediate dataset 
is shown in Tables 4, 5, 6, and 7.

Table 2  Encryption time and memory convention for a variety of 
Entrance principles

Threshold Encryption instance Memory

0.3 4384 4625572
0.6 4263 4526448
0.9 3995 4431155
0.12 3917 4233545

Table 3  Encryption time and memory convention for a variety of file 
volumes

File volume Encryption instance Memory

12 kb 3045 3011125
24 kb 4263 4326448
36 kb 4692 4639281
48 kb 5015 4788245
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The comparative results based on encryption time and 
memory are shown in Table 4. We used the OLPSO + ECC 
algorithm in this document for encryption. The main aim of 
the OLPSO algorithm is to decide the most excellent private 
key for the ECC algorithm. We should encrypt all the informa-
tion accessible in the dataset for privacy preservation. The time 
and expense of the system proposed could be increased. To 
avoid this issue, we encrypt only sensitive information in this 
document. The minimum encryption time of 2616 ms, which 
is 4268 ms for the use of ECC + PSO support encryption and 
3966 ms for the use of ECC supported Encryption, is achieved 

by our suggested solution (OLPSO + ECC) when evaluating 
Table 4. Similarly, the proposed encryption method's mem-
ory consumption is 3233545, which is very poor compared to 
other approaches. In addition, Table 5 illustrates the compara-
tive result by varying file size depending on encryption time 
and memory. Our suggested strategy here achieves a smallest 
amount of encryption period of 3989 ms, which is 4985 ms 
for ECC + PSO & 51,599 ms for ECC + PSO. EEC-dependent 
encryption. We clearly observed the findings that our projected 
solution accomplishes the least amount time for encryption 
relative to other research work. In addition, the performance 

Table 4  Proportional analysis 
depended on memory and 
encryption instance by unstable 
threshold

Threshold Encryption memory Encryption time (ms)

OLPSO Elagamal PSO Without 
optimiza-
tion

OLPSO Elagamal PSO Without 
optimiza-
tion

0.2 3625572 5645142 3854563 3944674 4384 5849 4562 4446
0.4 3526448 5118746 3723618 3865485 4263 5346 4436 4365
0.6 3431155 4975125 3622487 3822154 3995 5007 4264 4012
0.8 3233545 4638441 3522567 3714485 3917 4916 4153 3966

Table 5  Proportional analysis 
depended on memory and 
encryption instance by 
changeable file size

Record size Encryption instance (ms) Encryption memory

Without 
optimiza-
tion

PSO Elagamal OLPSO Without 
optimiza-
tion

PSO Elagamal OLPSO

10 kb 4253 4386 3548 3045 4649454 4578787 3178754 3011125
20 kb 4365 4436 4763 4263 4865485 4723618 4479611 4326448
30 kb 4747 4968 5567 4692 4954875 4799935 4781246 4639281
40 kb 5159 5239 6147 5015 5066859 4850154 4854194 4788245

Table 6  Proportional analysis 
depended on information 
transmit time and information 
failure by changeable threshold

Threshold Information transmit time Information failure

Without optimi-
zation

CS OCS Without optimi-
zation

CS OCS

0.3 4.258 3.42 3.39 0.6443 0.5489 0.4325
0.6 4.125 3.26 3.25 0.6345 0.5348 0.4217
0.9 4.025 3.15 3.15 0.6245 0.5286 0.4206
0.12 3.958 3.02 3.07 0.6008 0.5825 0.4125

Table 7  Proportional analysis 
depended on information 
transmit speed and information 
failure by change able records 
volume

File size Information transmit speed Information failure

Without optimi-
zation

CS OCS Without optimi-
zation

CS OCS

12 2.936 3.86 4.53 0.5698 0.5249 0.4586
24 3.115 3.53 4.12 0.4256 0.5149 0.4568
36 2.865 3.48 4.06 0.4129 0.5264 0.4256
48 2.568 3.12 4.03 0.5268 0.4368 0.4212
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relation depended on information transmit speed and informa-
tion failure by changeable thresholds is shown in Table 6. The 
suggested solution attains a smallest amount transmit speed of 
2.17 when evaluating Table 6, which is 2.96 for use without 
data transfer based on optimization and 2.48 for using data 
transfer based on CS. In addition, the minimum data loss of 
0.3125 is achieved by our proposed solution, which is 0.4253 
for use exclusive of an optimization support advance and 
0.4253 for CS dependent information transport. Likewise, 
Table 7 demonstrates the assessment of results depended on 
information transport speed & failure of information by unreli-
able file volume. The least information transport speed of 3.15 
is obtained by our proposed solution, which is an enhanced 
consequence compared to the remaining two methods. The 
implication is that our proposed plan produces a better out-
come relative to other methods.

Conclusion

In this work, we have projected an efficient method that dis-
tinguish which element of transitional information deposit 
wants to be encrypted while the remaining may not, to accu-
mulate confidentiality and preserve costs and instance. The 
intended technique is implemented in the cloud sim with 
the support of the JAVA platform. Due to vulnerable, opti-
mal encryption method, the confidentiality of projected 
technique is derived directly. The advantage of projected 
approach is that the further exterior aggressor is unable 
to produce valid signatures or authenticate the valid mes-
sages. The cloud server does not know the corresponding 
owner's hidden info. Based on encryption, memory use, 
encryption, data loss, and data transfer rate, the efficiency 
of the proposed method is assessed. In the cloud system, 
our proposed safe data retrieval, OLPSO + ECC encryption 
algorithm provides a successful result compared to other 
algorithms. These protection mechanisms can be improved 
in the future to provide high-level security in data storage 
and data sharing.
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Abstract
Post-traumatic stress (PTSD) is considered a clinical issue that influences numerous people from diverse trades all over the

world. Numerous research scholars recorded diverse complexities to estimate the severity of the PTSD symptoms in the

patients. But diagnosing PTSD and obtaining accurate diagnosing techniques becomes a more complicated task. Therefore,

this paper develops a speech based post-traumatic stress disorder monitoring method and the significant objective of the

proposed method is to determine if the patients are affected by PTSD. The proposed approach utilizes three different steps:

pre-processing or pre-emphasis, feature extraction as well as classification to evaluate the patients affected by PTSD or not.

The input speech signal is initially provided to the pre-processing phase where the speech gets segmented into frames. The

speech frame is then extracted and classified using XGBoost based Teamwork optimization (XGB-TWO) algorithm. In

addition to this, we utilized two different types of datasets namely TIMIT and FEMH to evaluate and classify the PSTD

from the speech signals. Furthermore, based on the evaluation of the proposed model to diagnose PTSD patients, various

evaluation metrics namely accuracy, specificity, sensitivity, and recall are evaluated. Finally, the experimental investi-

gation and comparative analysis are carried out and the evaluation results demonstrated that the accuracy rate achieved for

the proposed technique is 98.25%.

Keywords Post traumatic stress disorder � XGBoost � Teamwork optimization � TIMIT dataset � FEMH dataset

Introduction

Post-traumatic stress disorder (PTSD) is a mental disorder

that can be caused by terrible life-threatening events either

by witnessing or experiencing them. The traumatic events

cause severe health effects that include poor life quality,

worsening of physical fitness, early mortality rate as well as

high psychological health comorbidity (Wallace and

Sweetman 2021). PTSD is accompanied by substantial

medical comorbidities which include a high risk of

dementia, cardio metabolic disorders as well as chronic

pain (Girgenti et al. 2021). The prevalence rate of PTSD in

the United States ranges from 8 to 13% for women and 4 to

6% for men. The percentage rate of women is high due to

diverse traumatic disorders like memory processing,

genetics as well as emotional learning (Kaseda and Levine

2020). The symptoms of PTSD include severe anxiety,

flashbacks, uncontrollable thinking about a particular

event, sleeplessness, nightmare traumas, concentration

lacking, emotional detachment, etc. The person affected by

PTSD often evades them from various places, things and

activities (Chang and Park 2020). The majority of the

people experiencing traumatic events face troubles in

adjusting with other persons and they don’t feel to eat and

doing regular activities but with personal care and self-

support, they can be recovered easily (Salehi et al. 2021).

The symptomatic principle of PTSD constitutes four

symptom clusters namely the symptomatic principle of
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PTSD constitutes four symptom clusters namely avoid-

ance, variation in reactivity and arousal, intrusion as well

as an amendment in mood and cognition (Fenster et al.

2018). In the contemporary world, PTSD experiences a

substantial tendency to enhance depending on social pres-

sure, domestic abuse, assault, war, etc. PTSD is considered

a clinical issue that influences numerous people from

diverse trades all over the world. Meanwhile, PTSD also

affects the children who experience stress due to severe

trauma, death of close friends or a family member will be

affected long duration. When the children develop such

types of stress they may be diagnosed with PTSD (Lewis

et al. 2019). The children who have experienced PTSD

may have trouble staying organized, paying attention

thereby feeling fidgety and restless. PTSD children prob-

ably consist of comorbid circumstances since the traumatic

disorder occurs in diplomatic periods containing neuro-

logical consequences. The common comorbid conditions

are depression, dysthymia, anxiety disorders, personality

disorders, alcoholism, somatization, etc. (Lehavot et al.

2018).

Numerous research scholars recorded diverse complex-

ities to estimate the severity of the PTSD symptoms in the

patients. Therefore, diagnosing PTSD and obtaining accu-

rate diagnosing techniques becomes a more complicated

task. The accurate reasons for PTSD are difficult to com-

prehend but can be computed effectively by employing

machine learning approaches that further help the medical

practitioners to attain a quick accurate decision by

enhancing the rate of accuracy, minimum cost and time

related to the treatment of the patients (Haruvi-Lamdan

et al. 2020). Machine learning is a domain originating from

artificial intelligence that is capable of determining the

most significant structures and non-obvious patterns in the

data. In addition to this, the machine learning techniques

provide effective results for certain issues that are difficult

to model (Giannopoulou et al. 2021; Jose et al. 2021;

Sundararaj and Selvi 2021; Sundararaj 2019; Sundararaj

2016; Rejeesh and Thejaswini 2020; Srinivasan and Mad-

heswari 2018).

This paper develops a speech based post-traumatic stress

disorder monitoring method and the significant objective of

the proposed method is to determine if the patients are

affected by PTSD. The significant contribution of this

paper is illustrated below.

• To develop a speech based post-traumatic stress

disorder monitoring method to determine the PTSD

affected patients.

• Utilizing three different phases’ namely pre-emphasis

phase, feature extraction phase as well as classification

phase for identifying PTSD.

• To implement XGBoost based Teamwork optimization

(XGB-TWO) algorithm for classification purposes.

The rest of the paper is structured in the following

section. In Sect. 2, the past literature works based on PTSD

are presented. In Sect. 3, the problem definition is dis-

cussed and in Sect. 4, the proposed methodology consti-

tuting three different phases is explained. Finally, in

Sect. 5, the performance evaluation and the comparative

analysis are performed. In Sect. 6, the conclusion of the

paper along with the future scope is presented.

Review of related works

Vinkers et al. (2021) demonstrated a successful treatment

based on post-traumatic stress disorder using DNA

Methylation analysis. In this paper, the data samples uti-

lized were the extracted blood samples. Various evaluation

metrics namely efficacy, time, PTSD score, mean value

were employed to determine the effectiveness of the sys-

tem. By evaluating the performances measures the longi-

tudinal sampling was enhanced and the confounding risk

was minimized. But there arises a consistent influence in

peripheral blood cells.

The continuous detection and monitoring of the post-

traumatic stress disorder (PTSD) triggering in between

veterans was developed by McDonald et al. (2019). A

supervised machine learning technique namely the support

vector machine, random forest algorithms were employed

in analyzing two different types of datasets namely post-

traumatic stress disorder (PTSD). The performance rate

obtained in terms of sensitivity and specificity was high.

But due to high overfitting issues and fluctuations in

heartbeat rate, this approach was ineffective.

Chen et al. (2021a, b) demonstrated a neural connec-

tome prospectively encoding the risk of post-traumatic

stress disorder (PTSD) symptoms during the COVID-19

pandemic situation. The datasets employed for evaluation

are obtained from real-time COVID-19 epidemic data from

Johns Hopkins University and Satellite Remote Sensing

Image data. Moreover, the confidence interval was high

with high accurate prediction. But the time consumption

during the implementation process was high.

The changes in functional connectivity after theta-burst

transcranial magnetic stimulation for post-traumatic stress

disorder using machine learning techniques were devel-

oped by Zandvakili et al. (2021). An intermittent theta-

burst stimulation technique was utilized to analyze certain

performance measures like misclassification cost, classifier

score and Z- scored coherence. The dataset was collected

from EEG data from Providence VA Medical Center in

Providence, RI, USA and the analysis was conducted to
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enhance the classification accuracy rate. Meanwhile, the

sample size was modest with a sparse electrode system.

Moroni et al. (2021) utilized the stress-alexithymia

hypothesis to investigate neuropsychiatric manifestations

of systemic lupus erythematosus. Confidence interval,

efficiency, mean value rate were the performance metrics

employed for simulation. The experimental investigations

were conducted and the analysis revealed that the quality of

life was improved with high efficiency rate. But this

approach failed to implement novel therapeutic

approaches.

A low-cost neuro feedback-based wearable electroen-

cephalography (EEG) for reducing the symptoms in

chronic Post-Traumatic Stress Disorder was suggested by

Du Bois et al. (2021). The database was collected from

clinical datasets from Rwanda to evaluate the performance

measures namely true positive rate, false-positive rate. The

experimental results showed that the efficiency of this

approach was high. On the other hand, improper treatment

given to the patients was considered as a significant

drawback.

Scott et al. (2021) developed a concept based on the

association of traumatic brain injury, post-traumatic stress

disorder as well as related synergistic factors with pro-

dromal Parkinson’s disease. Here, a case study was con-

ducted for 1.5 million veterans and the data for evaluation

was obtained from a corporate data warehouse (CDW). The

performance measures namely prevalence (%), synergy

index and time duration were evaluated to obtain an effi-

cient system with minimum cost. Meanwhile, this tech-

nique failed to suspect TBI associations.

Two different research systems namely Kleinberg’s

burst detection algorithm as well as integrating unified

medical language system based on post-traumatic disorder

was developed by Xu et al. (2020). Cumulative frequency

and burst weight were recorded by evaluating the PubMed

database. The experimental investigations were carried out

and the result analysis showed that the accuracy was high.

But the time consumption required for implementing the

system was high. The overview of the past literature works

based on post traumatic stress disorder are summarized in

Table 1.

Problem definition

Numerous research scholars recorded diverse complexities

to estimate the severity of the PTSD symptoms in the

patients. Hence, diagnosing PTSD and obtaining an accu-

rate diagnosis becomes a complicated task. The features

obtained from modalities apart from speech have been

reviewed for detecting PTSD that includes pain prescrip-

tion, physiological responses, clinical assessments, history

of past trauma, etc. The modalities provide relevant data

but they are complex to collect. The most significant

challenges involved in speech-based PTSD diagnosing

system are depicted below.

• The sophisticated machine learning approaches and the

capability of diverse categories of speech features have

not been investigated fully. Various features like vocal

tract features, prosodic features as well as excitation

features are established for various applications based

on emotional state recognition. On the other hand, it is

unclear if the fusion of various feature categories would

assist in diagnosing PTSD.

• Due to limited speech corpora in PSTD, there occurs

difficulty in training the diagnosing model. Also, the

data regarding the patient affected by PTSD are

complex to gather and hence the data required for

training the complex model is unobtainable. Therefore,

this paper proposes XGBoost based Teamwork opti-

mization (XGB-TWO) algorithm to classify PTSD

patients from speech signals.

Proposed methodology

This paper develops a speech based post-traumatic stress

disorder monitoring method to determine if the patients are

affected by PTSD. This monitoring method uses algorithms

for monitoring the pattern of speech signals because PTSD

perhaps reflects in a speech via depression and negative

emotions. Initially, the patient’s speech signals are recor-

ded and collected from various devices like phones, web

cameras, mobile applications, etc. Figure 1 portrays the

proposed framework architecture to process speech signals,

diverse features thereby evaluating the patient’s PTSD

score. The proposed approach utilizes three different steps:

pre-processing or pre-emphasis, feature extraction as well

as classification to evaluate the patients affected by PTSD

or not. The input speech signal is initially provided to the

pre-processing phase where the speech gets segmented into

frames. The speech frame is then extracted and classified

using XGBoost based Teamwork optimization (XGB-

TWO) algorithm.

Pre-emphasis phase or Pre-processing phase

Initially, the speech signals of the patients are divided into

very short segments termed frames. Then, the speech sig-

nals are pre-processed to boost the high-frequency com-

ponent. The pre-emphasis phase is an initial phase after

collecting the speech signal data from the patients in order

to diagnose PTSD. The pre-processing phase constitutes
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silence elimination, pre-emphasis, windowing as well as

normalization.

Silence elimination

The speech signals collected from the patients comprise

several parts of silence. These silent speech signals are not

essential since it does not contain any major information.

The two significant techniques employed in the removal of

silence speech are short-term energy and zero-crossing

rate.

Short-term energy (STE) STE refers to the energy

associated with the speech signal which is time-varying in

nature. The mathematical expression involved in evaluat-

ing the short-term energy STE with respect to the speech

sample yðmÞ indicates the mth speech sample is represented

in Eq. (1).

STE ¼ 1

K

XK

m¼1

yðmÞ2 ð1Þ

Zero crossing rate (ZCR) Zero-crossing rate refers to

the measure of the number of times at a given time fra-

me or interval in which the speech signal amplitude passes

through the zero value.

Pre-emphasis

The speech signals constituting the pre-emphasis phase are

the crucial step of pre-processing. Here in this phase, the

magnitude of high signal frequency is enhanced with an

increase in signal-to-noise ratio (SNR). Also, it is

employed to obtain equivalent amplitude for all types of

structures. A high pass filter (HPF) is used to pre-empha-

size the speech signals y
0 ðmÞ using Eq. (2).

y
0 ðmÞ ¼ yðmÞ � d y ðm� 1Þ ð2Þ

Table 1 Comparative performances based on PTSD

Suggested

by

Techniques utilized Datasets employed Evaluation measures Merits De-Merits

Vinkers

et al.

(2021)

DNA Methylation

Analysis

Extracted blood samples from DNA Efficacy, time, PTSD

score, mean value

Longitudinal

sampling,

minimum

confounding risk

Consistent

influence in

peripheral

blood cells

McDonald

et al.

(2019)

Supervised machine

learning

approaches

PTSD triggers and non-PTSD

triggers

True positive rate, false

positive rate,

normalized heart rate

High performance

rate in terms of

specificity and

sensitivity

High overfitting

issues,

fluctuations in

heartbeat rate

Chen et al.

(2021a, b)

Support vector

machine and

support vector

regression

technique

Real-time COVID-19 epidemic data

from Johns Hopkins University

and Satellite Remote Sensing

Image data

ROC, AUC, mean

absolute error, root

mean square error,

confidence interval

High confidence

interval with

accurate

prediction

High time

consumption

Zandvakili

et al.

(2021)

Intermittent theta

burst stimulation

technique

EEG data from Providence VA

Medical Center in Providence, RI,

USA

Misclassification cost,

classifier score, Z-

scored coherence

High classification

accuracy

Modest sample

size with

sparse

electrode

system

Moroni

et al.

(2020)

Stress-alexithymia

hypothesis

Real time datasets Confidence interval,

efficiency, mean value

rate

High efficiency and

quality life

Failed to

implement

novel

therapeutic

approaches

Du et al.

(2021)

Brain-computer

interface (BCI)

Clinical datasets from Rwanda True positive rate, false-

positive rate

Minimum cost,

provide clinical

output

Improper

treatments

Scott et al.

(2021)

Synergistic factor

association

Data from veterans’ health

administration corporate data

warehouse (CDW)

Prevalence (%), synergy

index, time duration

High efficiency Failed to suspect

high TBI

associations

Xu et al.

(2020)

Kleinberg’s Burst

Detection

Algorithm

PubMed database Cumulative frequency,

burst weight

Accurate, low cost High time

consumption
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From the above equation, d signifies the pre-emphasis

factor ranging from d ! 0:9: to 1.yðmÞ indicates the mth

sample speech (Ibrahim et al. 2017).

Windowing

The most commonly used windowing technique is the

Hamming window that is capable of smoothening the

edges and minimizing the side lobe effects. Usually, the

time of hamming window is 25 ms that overlap for every

10 ms (Frid et al. 2014).

Normalization

A long-sentence speech sample of the patients comprises

both high and low amplitude values and can be computed

using Eq. (3).

N ¼ STE � Min ðSTEÞ
Max ðSTEÞ � MinðSTEÞ

ð3Þ

From Eq. (3), the normalized signal obtained from the

speech signal of a long sentence is denoted by N(Chen

et al. 2021a, b).

Feature extraction phase

In this paper, we have employed three different features

namely the prosodic feature, excitation feature as well as

vocal tract feature. The extraction of such features has been

evaluated to classify the style of speaking in human speech.

Initially, the speech signal is subdivided into 25 ms that

overlap for every 10 ms. The description of every segment

is depicted below.

Prosodic features The prosodic features have been

employed successfully in emotion communication as well

as emotion recognition.

Excitation features The excitation features are used in

recognizing genders, emotions as well as speaker

identification.

Vocal tract features The vocal tract features are

employed widely in recognizing voices, speeches, robust

speaker recognition as well as gender recognition. The

above-mentioned feature produces 54 features from every

segment and the descriptions of features are explained in

Table 2 (Islam et al. 2018).

Classification phase

The extracted speech features are then provided for clas-

sifying the speech signals thereby evaluating the patients

affected by PTSD or not. This phase utilizes XGBoost

based Teamwork optimization (XGB-TWO) algorithm to

classify the PTSD patients from the speech signals. During

the classification process, the speech signal datasets are

trained and tested in the proportion of 80:20. The detailed

description of XGBoost and Teamwork optimization

algorithm to diagnose PTSD patients are described in the

following sub-section.

Extreme Gradient Boosting (XGBoost) algorithm

XGBoost stands for eXtreme Gradient Boosting that

recently has been dominating various machine learning

algorithms and employed widely in Kaggle Higg sub-signal

detection competitions (Song et al. 2020). The improved

Fig. 1 Proposed framework to diagnose PTSD
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form of the gradient boost decision tree approach is the

XGBoost technique modelled to enhance the performance

and speed of the algorithm. In recent years, the XGBoost

algorithm has created a wide focus because of high pre-

diction accuracy and excellent efficiency. The XGBoost

algorithm comprises numerous decision trees and is

employed typically in various regression and classification

domains. The architecture for XGBoost ensemble-based

algorithm is presented in Fig. 2. On the other hand, the

XGBoost algorithm differs from the gradient boost deci-

sion tree for two aspects.

• Initially, the XGBoost algorithm includes 2nd order

Tailor series, whereas the gradient algorithm employs

only 1st order Tailor series with respect to the loss

function.

• Secondly, the XGBoost algorithm utilizes the normal-

ization technique to minimize the model complexity as

well as to avoid overfitting issues.

The mathematical formulation and model details of the

XGBoost algorithm are illustrated in the following sub-

section.

Table 2 Description of speech features

Type of features Total number of

features

Prosodic

features

Short time energy, average magnitude, mean, dynamic range, median, zero crossings, average power,

interquartile range, standard deviation, min, max, ranges

12

Vocal tract

features

Teager energy operation 1

Mel frequency cepstrum coefficients 39

Excitation

features

Shimmer 1

Jitter 1

1st order derivative of raw features 54

2nd order derivative of raw features 54

Total raw features 54

Total number of features per frame 162

Fig. 2 XGBoost framework
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Mathematical model Let us consider the dataset

d ¼ aj; bj
� �� �

, where j = 1, 2, 3,…, N. The model is

learned or trained by means of Q trees. The outcome of a

model x̂j
� �

is expressed in Eq. (4)

x̂j ¼ U yj
� �

¼
XQ

Q¼1

FQðyjÞ;FQ 2 J ð4Þ

From the above expression, hypothesis space is denoted

as J and regression tree is signified as P(y).

From Eq. (1),

J ¼ FðyÞ ¼ #pðyÞ
� �

ð5Þ

Here, the leaf node is represented as # and the yth sample

leaf node is indicated as f ðyÞ. The predicted output of nth

iteration is mentioned in Eq. (6).

x̂nj ¼ x̂n�1
j þ FnðyjÞ ð6Þ

Then the mathematical expression based on fitness

function is formulated in Eq. (7)

GðFnÞ ¼
XN

j¼1

lðxj; x̂n�1
j Þ þ FnðyjÞ þ DðFnÞ ð7Þ

From the above equation, the loss function is l and the

complexity of a model is DðFnÞ that contains score and leaf

node denoted by # and R respectively. Thus,

DðFnÞ ¼ k � Rn þ c1=2
XR

i¼1

#2
i ð8Þ

Then the following formula is simplified using 2nd order

Tailor series.

GðFnÞ ¼
XN

j¼1

Vðxj; x̂n�1
j Þ þ bjFnðyjÞ þ 1=2 rjF

2
nðyjÞ

h i

þ DðFnÞ ð9Þ

From the above equation, the loss function containing

1st order and 2nd order derivatives are bj and rj respectively.

From Eq. (9),

bj ¼
oVðxj; x̂n�1

j Þ
ox̂n�1

j

ð10Þ

rj ¼
o2Vðxj; x̂n�1

j

ox̂n�1
j

ð11Þ

In accordance with the analysis formulated above, the

fitness function is expressed as,

GðFnÞ ¼
XN

j¼1

bj#pðyjÞ þ 1=2rj#
2
pðyjÞ

h i
þ kRþ c1=2

XR

j¼1

#2
i

ð12Þ

From Eq. (12), #pðyjÞ signifies the training instant set in

jth leaf.

The best leaf provided the structure of a current tree #�
i

is expressed in Eq. (13).

#�
i ¼

�
P

j2Ki
bjP

j2Kj
rj þ c

ð13Þ

The optimized fitness function containing the optimal

solution is expressed in the following equation.

GðFnÞ ¼ �1=2
XR

i¼1

P
j2Ki

bj

� �2

P
j2Ki

rj þ c
þ kR ð14Þ

Generally, the optimizers are the algorithms that are

employed in varying the attribute of the ensemble tech-

nique (i.e. XGBoost algorithm) namely learning rate and

weight to reduce the loss. Therefore, this paper utilized

teamwork optimization (TWO) algorithm to optimize the

weight function. The mathematical formulation and the

steps involved in TWO algorithm are illustrated in the

following section.

Team work optimization (TWO) algorithm

The TWO algorithm is modeled based on the basis of

computer simulation of correlations and performance

characteristics of team members accomplishing their duties

and attaining a desirable target. The search agents in TWO

algorithm is considered as team members and the rela-

tionship among the team members acts as a tool to transmit

information. The mathematical formulation of TWO

algorithm is illustrated in the following sub-section (De-

hghani et al. 2021).

Mathematical model In TWO algorithms, every team

mate present in a team signifies an appropriate solution to

the optimization issue. The matrix function containing the

total number of members and rows is equivalent tothe total

number of members and columns. Thus

Z ¼

Z1 z1;1 � � � z1;h � � � z1;p

..

. ..
. ..

. ..
. ..

. ..
.

Za za;1 � � � za;h � � � za;p

..

. ..
. ..

. ..
. ..

. ..
.

ZT zT ;1 � � � zT ;h � � � zT ;p

2
6666664

3
7777775

T�p

ð15Þ

From Eq. (16), the population in matrix form is Z. The

ath team member in the population matrix is Za. za;h, T and

p signifies the problem variable of ath team member, the

total number of team members as well as problem variables

respectively. Then the vector form of the objective function

is expressed in Eq. (17).
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J ¼

J1 JðZ1Þ
..
. ..

.

Ja j JðZaÞ
..
. ..

.

JT JðZTÞ

2
6666664

3
7777775

T�1

ð16Þ

The notation J and Ja signifies the objective function in

vector form and the value of an objective function for ath

team member. The following sub-section describes the

performance behaviour among the team members to

achieve a goal.

Supervisors Supervisors are the members who guide and

lead a team containing team members. The work perfor-

mances of the supervisor will be more effective than the

team members. The formula to update the supervisor step

is obtained in Eq. (18).

ZU1
a : zU1

a;h ¼ za;h þ p� ðUh � R� za;hÞ ð17Þ

Za ¼
ZU1
a ; JU1

a \Ja

Za; else

(
ð18Þ

U ¼ rndð1þ RÞ ð19Þ

From Eq. (20), ZU1
a signifies the current status of the

team member a in accordance with the guidance of the

supervisors. The objective function value is and zU1
a;h sig-

nifies the problem variable of ath team member in accor-

dance with the guidance of the supervisor. JU1
a indicates the

value of an objective function. The update factor and the

random numbers ranging from 0 to 1 are U and R

respectively.

Team members The members who perform their work

ineffectively than the supervisors are considered as the

team members.

Sharing of information In this phase, every team member

makes an attempt to enhance their performances by uti-

lizing the experiences of other teammates to perform better

than them. Therefore,

Zm;a : zm;ah ¼
PTa

i¼1 z
q;a
i;h

Ta
ð20Þ

ZU2
a : zU2

a;h ¼ za;h þ p� ðzm;ah � R� za;hÞ � dðJa � Jm;aÞ
ð21Þ

Za ¼
ZU2
a ; JU2

a \Ja

Za; else

(
ð22Þ

From the above equations, the average of team member

better than ath team member is Zm;a. Jm;a and zq;ai;h signifies

the objective function as well as problem variable of ath

team member in accordance with the team member. The

current status of the team member a in this phase is ZU2
a .

Role of a supervisor on team member Every team

member tries to enhance the performance according to the

guidelines and instructions are given by the supervisor.

Individual tasks Every team member in a respective team

makes an attempt to enhance their work performance using

their personal effort thereby contributing more to the

achievement of a particular team. Thus,

ZU3
a : zU3

a;h ¼ za;h þ ð�0:01þ p� 0:02Þ � za;h ð23Þ

Za ¼
ZU3
a ; JU3

a \Ja

Za; else

(
ð24Þ

From the above equations, the current status of the team

member a in the individual task phase is ZU3
a . Figure 3

depicts the flow chart representation for the proposed

XGB-TWO algorithm to diagnose PTSD.

Results and discussions

To evaluate the performances of the speech based post-

traumatic stress disorder monitoring method and to diag-

nose PTSD, several analyses are carried out. The proposed

model is computed for diverse performance measures

namely accuracy, specificity, sensitivity, and recall. Fur-

thermore, the proposed model is compared with the exist-

ing PSTD model to determine the system efficiency. The

proposed technique is implemented under the MATLAB

platform.

Parameter description of the proposed approach

This section illustrates the description of parameters and

their respective ranges used in proposed model experi-

mentation. For further evaluation, the monitoring data

samples are splitted into testing process and training pro-

cess. During the classification process, the speech signal

datasets are randomly partitioned in the proportion of 80:20

(i.e. 80% of the datasets are trained and 20% of the data is

tested). The training set is employed for training the model

thereby determining the hyperparameters and the testing

set is utilized for evaluating the performances of the model.

In addition to this, the testing set is capable of generalizing

the unseen data. In the proposed model, the tuning of

hyperparameters is employed to select an optimal value.

Table 3 depicts the optimum ranges for certain parameters

in the proposed technique.
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Evaluation metrics

Based on the evaluation of the proposed model to diagnose

PTSD patients, various evaluation metrics namely accu-

racy, specificity, sensitivity, and recall are evaluated. The

mathematical formulations involved in evaluating the

simulation measures are discussed in the following section.

Accuracy AðkÞ ¼ TPðkÞ þ TNðkÞ
TPðkÞ þ TNðkÞ þ FPðkÞ þ FNðkÞ

where k ¼ 0; 1

ð25Þ

Sensitivity sðkÞ ¼ TPðkÞ
TPðkÞ þ FNðkÞ

ð26Þ

Specificity SðkÞ ¼ TNðkÞ
TNðkÞ þ FPðkÞ

ð27Þ

Recall RðkÞ ¼ TPðkÞ
TPðkÞ þ FNðkÞ

ð28Þ

From Eq. (26) to (28), TP; TN ; FP and FN indicates the

true positive, true negative, false positive as well as false

negative values correspondingly.

Fig. 3 Flow diagram for XGB-TWO approach

Table 3 Proposed parameter descriptions

Methods Parameters Ranges

XGBoost Evaluation index RMSE

Gamma rate 0

Base learner Tree

Learning rate 0.03

Ratio of sampling rate 0.75

Depth of the tree 4

TWO Size of the population 50

Maximum number of iterations 25

Update factor [0,1]
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Dataset description

In this paper, we utilized two different types of datasets to

evaluate and to classify the PSTD from the speech signals.

The descriptions of two different datasets are depicted

below.

Dataset 1: TIMIT dataset

The TIMIT is termed as an acoustic–phonetic continuous

speech corpus which is a standard dataset employed for

evaluating the automatic speech recognition system. The

TIMIT dataset includes phonetic, time-aligned ortho-

graphic, and word transcriptions for every utterance.

Dataset 2: FEMH dataset

In order to detect the pathological voices and classify the

disordered speech signals from the acoustic waveforms, the

data are collected by Far Eastern Memorial Hospital

(FEMH). Table 4 provides the description of both TIMIT

and FEMH dataset.

Confusion matrix

In general, the confusion matrix provides an extensive

computation to describe the quality of an ensemble-based

algorithm thereby solving various statistical classifications.

In this article, the confusion matrix is utilized to evaluate

the prediction model performances. The proposed model

results are based on the true positive, true negative, false

positive as well as false negative values. The true positive

and negative values indicate the accurately predicted labels

whereas a false positive and negative value signifies the

wrongly predicted labels or mislabelled. Figure 4. depicts

the confusion matrix for diagnosing PTSD. The higher the

true values, the better the confusion matrix representing the

accurate prediction values.

Performance analysis

Figure 5a, b illustrate the graphical analysis based on two

different types of datasets namely TIMIT dataset and

FEMH dataset. The experimental result for the TIMIT

dataset with respect to the proposed approach is presented

in Fig. 5a. The evaluation metrics namely the accuracy,

specificity, sensitivity as well as recall are plotted and the

performance rate of each metrics is noted. From the graph,

it can be seen that the performance rate achieved in terms

of accuracy is 97.5% and for specificity, sensitivity and

recall, the performance rate achieved is 95.2%, 94.5% as

well as 93.8% respectively.

Similarly, Fig. 5b presents the graphical evaluation

based on FEHM dataset for the proposed XGB-TWO

approach with respect to accuracy, specificity, sensitivity

as well as recall. The experimental investigations are

conducted and from the graphical analysis, it is shown that

the proposed technique with respect to FEHM dataset

achieved an accuracy rate of 96.29%, specificity rate of

93.53%, sensitivity rate of 92.69% as well as recall rate of

about 90.4%. Therefore, from the evaluation results of both

datasets, the performance rate of the TIMIT dataset

achieved is high than the other dataset.

Figure 6a, b demonstrates the receiver operating char-

acteristic (ROC) curve for the training and the testing

datasets. The ROC curve indicates the graphical

Table 4 Dataset description
Datasets Attributes Values

TIMIT dataset Sampling rate 16 kHz

Bit rate 16 bits

Total number of speakers 630 speakers of 8 dialects American English

Phoneme classes 39

Training data samples 439,000

Testing data samples 161,000

FEMH dataset Total number of speech signals speech signal of 200 patients

Sampling rate 44.1 kHz

Bit rate 16 bits

Testing sample 100

Training sample 300

Predicted values

Predicted
positive (0)

Predicted
negative (1)

Actual
Values

Actual
positive (0)

True
positive

False 
positive

Actual
negative (1)

False
negative

True
negative

Fig. 4 Confusion matrix
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presentation for evaluating the binary classifiers. The ROC

curve connects the ROC points independent of error cost

and class distribution. In addition to this, the ROC curve

demonstrates the classifier characteristics as well as the

predictive performance at diverse probability levels. The

area present under the ROC curve is referred to as area

under curve (AUC). Figure 6a depicts the graphical plot-

ting of a ROC curve for the training dataset with respect to

the true positive and true negative values. The graphical

curve is plotted and the result analysis emphasized that the

AUC curve rate achieved is 0.98. Figure 6b deliberates the

graphical analysis of a ROC curve for the testing dataset

with respect to the true positive and true negative values.

From the graphical analysis, it is demonstrated that the

testing dataset covers a very wide range achieving a 0.99

AUC rate.

Figure 7 presents the performance analysis of the pro-

posed XGB-TWO approach for diverse performance

measures namely accuracy, specificity, sensitivity as well

as recall. The experimental investigation is carried out and

the evaluation results demonstrated that the accuracy rate

achieved for the proposed technique is 98.25%, specificity

value obtained is 97.57%, sensitivity rate is 96.3% and

recall value obtained is 94.18%. Thus from the experi-

mental analysis, it is well known that the proposed tech-

nique achieved better results.

Fig. 5 Performance analysis of a TIMIT dataset and b FEMH dataset

Fig. 6 ROC evaluation results for a training, b testing datasets
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Comparative results

In general, the ROC curve connects the points in the ROC

space apart from error cost and class distribution. Figure 8

depicts the comparative graphical performances based on

AUC rate for various techniques namely support vector

machine (SVM) [13], deep belief neural network (DBN)

(Banerjee et al. 2019), Logistic regression (Lenferink et al.

2020) as well as the proposed XGB-TWO approaches. The

graph is plotted for true positive value and false positive

value where the x-axis signifies the false positive value and

the y-axis indicates the true positive value. The investiga-

tions are performed and the analysis revealed that the AUC

rate of the proposed technique is better with 0.99 than other

techniques.

Figure 9a–d depicts the graphical representation based

on diverse evaluation metrics namely accuracy, specificity,

sensitivity as well as recall for different techniques namely

SVM, DBN, logistic regression as well as the proposed

XGB-TWO techniques. The experimental analysis is car-

ried out for each respective metric and from the resultant

output, it is shown that the accuracy rate achieved for the

proposed technique is 98.25%, specificity value obtained is

97.57%, sensitivity rate is 96.3% and recall value obtained

is 94.18%. Thus, from the analysis, it is proven that the

proposed technique performs well than other techniques.

The research limitations of the proposed approach

consists of few imprecision and low confidence since the

effect of suicidal intentions are not discussed and the

findings are very low. The complications are not identified

systematically in which the rate seems to be very low. The

significant limitations of this paper are that the dataset

containing small sample size is implemented and failed to

evaluate large number of datasets. In addition to this, high

dropout rate that influences the results and it should be

taken into consideration.

Conclusion

This paper proposed a speech based post-traumatic stress

disorder monitoring method to determine if the patients are

affected by PTSD. Numerous research scholars recorded

diverse complexities to estimate the severity of the PTSD

symptoms in the patients. The accurate reasons for PTSD

are difficult to comprehend but can be computed effec-

tively by employing machine learning approaches. Also,

the data regarding the patient affected by PTSD are com-

plex to gather and hence the data required for training the

complex model is unobtainable. The proposed approach

utilizes three different steps: pre-processing or pre-em-

phasis, feature extraction as well as classification to eval-

uate the patients affected by PTSD or not. The pre-

emphasis phase is an initial phase after collecting the

speech signal data from the patients in order to diagnose

PTSD. The pre-processing phase constitutes silence elim-

ination, pre-emphasis, windowing as well as normalization.

The extracted speech features are then provided for clas-

sifying the speech signals thereby evaluating the patients

affected by PTSD or not. This phase utilizes XGBoost

based Teamwork optimization (XGB-TWO) algorithm to

classify the PTSD patients from the speech signals. Finally,

the performances of the speech based post-traumatic stress

disorder monitoring method and to diagnose PTSD, several

analyses are carried out. The proposed model is computed

for diverse performance measures namely accuracy,

specificity, sensitivity, and recall. Finally, the comparative

graphical performances based on diverse metrics for

Fig. 7 Proposed results for diverse approaches

Fig. 8 ROC graphical representation for various techniques
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various techniques namely support vector machine (SVM),

deep belief neural network (DBN), Logistic regression as

well as the proposed XGB-TWO approaches are per-

formed. The evaluation results demonstrated that the

accuracy rate achieved for the proposed technique is

98.25% whereas the other techniques are comparatively

low than the proposed approach. In this paper, we have

computed the proposed approach on two small datasets and

it will be extended in the future to validate on large data-

sets. In addition to this, a hybrid metaheuristic approach

will be proposed to enhance the effectiveness of the

system.
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Rapid technological advancements are altering people’s communication styles. With the growth of the Internet, social networks
(Twitter, Facebook, Telegram, and Instagram) have become popular forums for people to share their thoughts, psychological
behavior, and emotions. Psychological analysis analyzes text and extracts facts, features, and important information from the
opinions of users. Researchers working on psychological analysis rely on social networks for the detection of depression-related
behavior and activity. Social networks provide innumerable data on mindsets of a person’s onset of depression, such as low
sociology and activities such as undergoing medical treatment, a primary emphasis on oneself, and a high rate of activity during
the day and night. In this paper, we used five machine learning classifiers—decision trees, K-nearest neighbor, support vector
machines, logistic regression, and LSTM—for depression detection in tweets. /e dataset is collected in two forms—balanced and
imbalanced—where the oversampling of techniques is studied technically. /e results show that the LSTM classification model
outperforms the other baseline models in the depression detection healthcare approach for both balanced and imbalanced data.

1. Introduction

Psychological analysis is a process in which psychological
data are extracted from text-based data. To eliminate
emotions, opinions, and judgement-forming, text data are
used. Having opinions or views toward some products or
any topic is human psychology, which defines what one
thinks about the products or topic. Nowadays, the way of
expressing various emotions and giving opinions has
changed drastically with the advancement of social media
and Internet technology. People use blogs, product rec-
ommendation and review websites, and other social media
to give opinions about products, movies, and political parties
and on current important topics. Famous social media
platforms such as Facebook, Twitter, and Reddit have be-
come the most reliable platforms for sharing opinions and
reviews among a new generation of Internet users [1].

Business firms and organizations use people-oriented psy-
chological feedback to increase their products’ value and
quality.

1.1. Role of Psychology. Human beings usually have a greater
sense of emotions and feelings; these feelings, when merged
with technology, can be converted into useful tools. Another
word used for human feelings is psychology. Psychology is
used in various research works, such as identification of
mental health issues, product reviewing, customer satis-
faction identification, and business advertisements. In
business advertisements, psychology helps in decision-
making, e.g., to buy a product online, when the product is
not available to touch and feel, then product reviews help a
customer take decisions on whether the product is good to
buy or not. Usually, online reviews are a mix of true and false
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opinions. Reviews with high polarity toward positive psy-
chology increase the product value [2]. Reviews also hint
about defaults and needs in a product that help business
firms improve their products and satisfy their customers.
Half of the business world depends on customer feedback
and reviews. Another application of psychological analysis is
market research that includes collecting data through social
media and other websites. /ese data help in understanding
the current market trend and advertisements’ quality that
affect people. /e reviews provided by people for a product
or a movie follow a collect-and-pass-through recommen-
dation system, which depicts the polarity of psychology that
shows whether people like the product or the movie or not.
People’s opinions and reviews can be analyzed thoroughly,
which helps boost business performance and design future
services [3].

Second, psychology plays an important role in mental
health research, such as identification of anxiety attacks,
major depressive disorders, bipolar disorder, and many more.
We focus on major depressive disorder in this paper. De-
pression is also known as major depressive disorder and is
commonly found in people with anxiety issues. Every 1 in 5
people have been suffering or have suffered from depression
[4]. Of the total world population, 4.5% of the population is
suffering from depressive disorder. Depression has some
common symptoms such as anxiety attacks, loss of appetite,
feeling sad for a long duration (1 month), and losing interest
in favorite activities. Usually, during the initial state of de-
pressive disorder, an individual avoids social gatherings,
shows lack of energy, makes fewer efforts to communicate
with friends and family, and shows a feeling of incom-
pleteness. Due to lack of social interaction and the fear of
being judged, depression survivors indulge in social net-
working to share their thoughts and feelings with people
similar to themselves (Munmun et al, 2021). By being hidden
and still saying what they had in their mind, this made social
media more useful for depression detection research work.
Mainly, the Twitter platform comprises many eco-groups
where people of the same interest connect with each other
through, for example, the “depression group,” “mental health
club,” etc. We use the Twitter platform in this work, which
provides sufficient data for depression detection and classi-
fying users into depressed and nondepressed categories.

Words convey different psychologies and tell about the
current psychological state of a being. For example, consider
words such as “not feeling good” or “why people behave like
this to me.” Sentences comprise words with both positive
and negative polarity, but with the use of “not” and “why,”
the very meaning and feelings change. /e dictionary
software LIWC (Linguistic Inquiry and Word Count) is
usually used for analyzing words and extracting their
meaning in terms of psychology [5–7]. /is dictionary
software comprises multiple categories according to the
types of human psychology, which helps in psychological
analysis using textual data only. Multiple factors are con-
sidered when we perform psychological analysis to detect
mental health illness, such as temporal factors, emotional
factors (positive: “excited,” “wonderful,” and “lovely”)
(negative: “empty,” “lonely,” and “forgetful”), and use of

personal pronouns (“I,” “me,” and “them”) (Verma et.al,
2020).

1.2. Psychological Analysis Using Social Media. Social media
platforms such as Facebook, Twitter, Instagram, and Reddit
consist of rich amounts of data to perform psychological
classification tasks. Psychological analysis is all about
extracting psychological data from textual data. Twitter is a
famous social media platform used by millions of people
worldwide. People share their opinions about current hot
topics or any political chaos and discuss famous incidents.
/e opinions or views in Twitter are in the forms of tweets,
which have a maximum limit of 250 words approximately.
/is limit made Twitter data important. As tweets are meant
to have a certain word limit, users use specific words to
express their views and emotions. Twitter, nowadays known
as a hub of political and government people— mainly
politicians and government officials, is used for various
announcements about international and national projects
[8]. Users discuss the views given by various political parties.
During elections, this kind of discussion will help in de-
termining results of elections if psychological analysis is
carried out using tweets collect from the Twitter platform.
Another famous social networking platform is Facebook. As
the Internet expanded, Facebook became famous in 2007,
and now, in 2021, Facebook currently has 5 billion users
around the world. People who use the platform provide
useful insights into businesses, movies, politics, and trends.
Facebook generates a vast number of data every year, which
comprise images, text, and links. Facebook comprises
multiple online communities where people of likeable in-
terest connect with each other and share their psychological
views and opinions. Online communities, such as political
groups that discuss their favorite and hated political per-
sonalities, talk about parties that have different opinions.
/ese types of data are useful in understanding what kind of
psychology people have for their political parties. Another
group is mental health groups where people discuss their
mental health—how they are fighting every day to live and
undergoing treatment [9]. Data from these types of groups
provide sufficient text data to understand the psychology of
people in these groups. Identifying psychology through text
data is much easier than identifying psychology through
image-based data as images require use of deep learning
classifiers and high-quality image-based data. However, with
text-based data, psychological analysis is easily performed on
these giant social networking platforms. A lot of research has
been carried out in this field, and it uses artificial intelligence,
which in combination with LIWC provides satisfactory
results. Facebook contains ads for various companies and
data about companies that we search on the Google plat-
form. Usually, these ads sometimes use surveys to under-
stand user psychology as to what kind of image they have
about the business organization. As shown in Figure 1, there
are some basic human emotions that are usually conveyed
through specific words. Facebook provides some reaction
emoticons in the “Posts” section that contain emoticons
similar to these basic human emotions. Figure 2 shows
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various methods for psychological classification, which in-
clude dictionary-based and machine learning–based
methods. In dictionary-based methods, the sets of words are
classified using dictionary values, and machine lear-
ning–based methods include supervised and unsupervised
learning methods, such as neural networks, that provide
some of the best results. /ere are hybrid-based methods
that combine dictionary-based methods with machine
learning–based methods.

In this paper, we have selected and trained the tweet data.
We have performed data preprocessing on datasets and
removal of the raw data from the dataset. After value ex-
traction from the datasets, training the data of tweets and
cross-validating the training dataset were carried out. We
used 5 machine learning classifiers—support vector ma-
chines, decision trees, logistic regression, K-nearest neigh-
bor, and LSTM—for depression detection in tweets. /e
results show that the LSTM classificationmodel outperforms
the other baseline models in the depression detection ap-
proach. To handle the imbalanced dataset, the oversampling

and undersampling of class imbalance approaches are
implemented and analyzed.

In this paper, the study is carried out on two datasets that
involve the imbalance and the balance set, and different
techniques, such as SMOTE and RUS, are used for over-
sampling and undersampling to work with the dataset. From
the research gap, we are trying to conclude that the per-
formance of LSTM is better than that of other machine
learning classifiers.

/e methodology that has been followed in this paper is
described in Figure 3.

/e paper is organized as follows:
Section 2 comprises a literature review. Section 3

comprises the prerequisites of depression detection. Section
4 describes the proposed method, and Section 5 includes the
experiment setting, which includes a subsection of data
information, modeling that involves the study of five ma-
chine learning classifiers used in this research, data pre-
processing, and performance measurement. Section 6
includes discussion and results, as well as various

2. Sadness

Types of Basic Emotions

1. Happiness 3. Fear

5. Anger4. Disgust 6. Surprise

Figure 1: Commonly used human emotions.
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K–nearest

neighbors/PCA and
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Figure 2: Various methods for psychological classification.
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measurement comparisons in the form of a graph, and fi-
nally, the conclusion and future scope are mentioned in
Section 7.

2. Literature Review

Psychological analysis can be carried out using various
methods, as explained in Figure 2, with the text-based
dataset. In this section, we discuss the previous works
performed using various techniques for psychological
analysis and the depression detection task.

Using linguistics in depression detection is quite useful
as it shows that words used by nondepressed and depressed
people may differ. Depressed individuals mainly focus on
themselves. In 2014, Nguyen studied two online discussion
groups, namely, “control” and “clinical” groups. /e
“control” group comprised people with a similar interest and
fun-loving people, whereas the “clinical” group comprised
people suffering from mental illnesses such bipolar disorder,
major depressive disorder, SAD, and anxiety attacks. People
in the clinical group discussed their issues freely and took
advice for medication and intervention. /e author finds a
difference in online communities involving people of these
two groups. People in the “clinical” group usually use first-
person pronouns (“I”, “me,” and “my”) in comparison with
“control” group people, who use fewer first-person pro-
nouns and discuss various activities such as dancing, singing,
and running. /is work reveals that use of language plays an
important role in depression detection as words describe
what someone’s current mental state is.

In 2005, Pennebaker used LIWC (Linguistic Inquiry and
Word Count), a piece of dictionary software, for analyzing
textual data to obtain meaningful insights. Detecting de-
pression using Facebook comments and using 4 categories
from the LIWC software to analyze words in the comments
were the author’s objectives. /ese categories are language-
based, time-based, or emotions-based or include all features.
/ese factors have all minor characteristics of human lan-
guage use and conditions such as related emotions, time
periods, and use of nouns to find out the very meaning of

human speech. Using the KNN (K-nearest neighbour)
machine learning algorithm for classification, an accuracy of
65% was achieved.

In 2019, Gaikar used SVMs (support vector machines)
and Näıve Bayes classifiers to detect depression-related
words and sentences and detected the types of depression
from those identified words. /e authors trained both the
classifiers using the bipolar disorder dataset and depression
illness–related dataset. /e best accuracy achieved was 85%
using a machine learning classifier. In [10], the author used
audio and text-based data. /ese data play an important role
in natural language processing, and they range from images,
texts to videos, and small clips. With text data, the infor-
mation is limited, but with the audio of depression survivors,
it is easy to understand some facts about the affected person’s
body language. A total of 142 individuals underwent de-
pression detection tests by being asked some questions./ey
recorded the answers in audio forms and text forms directly
from the 142 people, and feature extraction was carried out
using the long short-term memory model. /e results show
that people with depression use more pauses than nonde-
pressed persons and that using first-person pronouns is
common among depression survivors; however, nonde-
pressed persons use fewer pauses while talking and focus less
on them.

In [11], the author used the Twitter platform to conduct
the task of identification of depression using text-based data
as Twitter provides short and useful linguistic phrases that
directly shows the current mental state of the user. /e data
were gathered from the CLPsych 2015 conference in which
the latest 3000 public tweets are available. For feature ex-
traction, the author used the bag-of-words approach that is
famous for identifying mental health illness using machine
learning. /e method shows word frequencies and the
number associated with them and applies various machine
learning classifiers in which Näıve Bayes/1-gram gives a
recall value accuracy of 86% with 82%, respectively.

Reference [12] focuses on early detection of depression
using neural networks. Depressive disorder has various
stages, which include initial, intermediate, major, and severe

Data Set Collection

ImBalanced

Mixed OverSample Positive Negative

Result: Performance of LSTM

Balanced

Figure 3: Methodology.
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disorders. /e initial level of depressive disorder includes
visibility of symptoms appearing in affected people such as
low appetite, feeling of suicide, social inferiority, and
comparing themselves with others. /e author suggests
identifying depression at its initial stage where it is less
harmful is easily curable. Using CNNs (convolutional neural
networks), behavioral characteristics from text-based data
(CLPsych) are extracted, and some improvements in the
early detection parameter ERDE are introduced.

In 2018, Lang used speech data to detect depression,
proposing a deep convolution neural network to process
speech-based data. Authors use secondary datasets such as
AVEC2013 and AVEC2014 depression datasets that com-
prise 340 short videos of 292 selected people./ese data were
collected through human beings and computer system in-
teractions using webcams and microphones. /e model
gives an RMSE value of 9.0001 and anMAE of 7.4211. In Ref.
[13], the author analyzed Facebook comments data using
various machine learning algorithms. Facebook contains
plenty of data that comprise videos, images, and text-based
data. Using only text-based data from comments of various
publicly available pages, the author analyzed them using
machine learning classifiers such as decision trees, KNN,
support vector machines, and ensemble classifiers, in which
decision trees achieved the best accuracy of 73%.

In Ref. [9], the authors proposed a lexicon-based ap-
proach for detection of depression. /ey constructed a
lexicon usingWord2Vec, a semantic relationship graph, and
the label propagation algorithm. /e authors based it on
111,052 Weibo microblogs from 1868 users who were de-
pressed or nondepressed. /ey have used five classification
methods and considered six features to predict depression.
/e results show that the lexicon generated proved to be
better for classification.

In Ref. [14], the researchers focused on mood analysis of
human beings with the help of machine learning and deep
learning tools of artificial intelligence. In this paper, authors
also focused on limitations of artificial intelligence to detect
depression. In Ref. [15], the author implemented a machine
learning model with preprocessed data for automatic de-
pression classification. Kinect captured a skeletal model used
for data extraction and preprocessing. /e model achieved
96.47% accuracy in old-age group and 53.85% accuracy in
young-age group. In Ref. [16], the authors carried out
prediction of depression by noticing the human behavior.
For prediction, authors used smart phone datasets. /e
model achieved 96.44%–98.14% accuracy. In Ref. [17], the
researchers implemented an automatic depression detection
[AUTO DEP] model by using facial expressions of human
beings. /e authors used a linear binary pattern descriptor
model for feature extraction. /e performance of the au-
tomatic depression detection model is the same as that of
usual previous models. /e evaluation of the model was
performed on MATLAB and the linear binary pattern de-
scriptor FPGA using Xilinx VIVADO 16.4.Table 1 shows the
consolidated literature survey performed by us before
research.

After the survey, we have identified the following re-
search questions:

RQ1: Will solving the class imbalance problem im-
prove the performance of the psychological
analysis model?

RQ2: Which technique of class imbalance (over-
sampling/undersampling) gives better results for
depression detection?

RQ3: Which classification model outperforms the
other baseline models in the depression detection
approach?

/e above-mentioned research questions have been
answered in the subsequent sections.

3. Prerequisites for Depression Detection

Mental health conditions are the common problem for
people. According to the WHO, 20% of people suffer from
this problem. Adults and children with mental illnesses,
such as depression, memory loss, hypertension, and
anxiety attacks, were the primarily affected ones. De-
pression is the fastest growing health disorder; it depends
on the mood, which comprises components of motiva-
tional and emotional conditions. Traditionally, mental
health experts have mainly used clinical examination
procedures depending on self-reporting of emotional,
behavioral, and cognitive dimensions. To diagnose and
calculate the predictions on the condition’s evolution,
machine learning algorithms have been used since 1998.
/ere are various types of approaches used to detect
depression as follows:

3.1. Machine Learning Approach. SVMs, decision trees,
random forests, and Naı̈ve Bayes are examples of su-
pervised and unsupervised machine learning algorithms.
/ese algorithms conduct longitudinal, temporal, and
sequential analysis on the mood of human beings, and
they also analyze social media and social networks. /ese
algorithms detect depression by plotting graphs. /e
longitudinal analysis plots the user activities with time,
and the results show less social interaction, more negative
things, strongly clustered ego networks, increased inter-
relation, and medicinal issues.

3.2. Lexicon-Based Approach. /e lexicon-based psycho-
logical analysis algorithm uses psychological normalization
and evidence-based combined functions. In this, they used
Rtexttools of machine learning for comparison of lexicon
psychology./e lexicon analysis types in a corpus are adverb
lexicons, network word lexicons, and negative word
lexicons.

In this approach, the psychological calculation using the
number of positive and negative words in a document can be
carried out by using the following formula [9]:

Score(w) � pos(w) − neg(w), (1)

where
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pos(w) � pdf(w)Npos × 1 df(w),

neg(w) � ndf(w)Nneg × 1 df(w),
(2)

Npos � X w ∈ vocab p df(w),

Nneg � X w ∈ vocabn df(w).
(3)

In the above-mentioned equation, Npos shows the total
number of positive words in the current tweet-based data.
Npos is the sum of the positive document frequency of each
word in the document. Nneg shows the total number of
negative words in the tweet-based dataset.

/e two methods of lexicon are as follows:

3.2.1. Dictionary-Based Method. /e dictionary-based ap-
proach is a part of a statistical model that is used to encode
the symbols from the datasets. /is approach does not
encode the single symbols as a variable length of bit vectors.
It encodes the variable length, staring into a single token.

/e token starts with the dictionary index. If tokens are
smaller, then they are replaced with bit vectors. /e dic-
tionary-based approach is an easily understandable
approach.

3.2.2. Corpus-Based Method. /e corpus-based approach is
based on study of language, which is based on the language
of the text corpus. It is the reliable analysis of languages,
psychologies, and disorders. /e corpus-based approach
collects the natural context of language and performs psy-
chological analysis with minimum experimental interfer-
ence. /e text corpus has been used for linguistic search and
to compile dictionaries since 1985, and this method is used
for psychological analysis. A phrase’s semantic orientation is
calculated, where the orientation is determined by mutual
information.

Semantic Orientation (phrase)�PMI (phrase, “Amaz-
ing”) PMI (phrase, “Destitute”)

/e words “Amazing” and “Destitute” are used for
calculating the SO of phrases.

3.3. Artificial Neural Network. /e most powerful neural
network is the ANN, which is a part of machine learning. It is

employed in a variety of fields, including computer vision,
digital image processing, psychological analysis, and word
sequence prediction, and it produces low-error results. ANN
algorithms aremodeled as the human brain. ANNs work just
like how a human brain uses neurons and nerves and learns
from the past data. Similarly, the ANN can learn from the
past data, predictions, and classifications.

3.4. Class Imbalance Approach. /e two types of the class
imbalance approach are

(1) SMOTE-Smote balances the class distribution and
handles the imbalance problem in the dataset. It
calculates the Euclidean distance between the mi-
nority class and other instances to find out the
K-nearest neighbors.

(2) RUS-It is an undersampling technique of the size of
the class in no higher instances. /e majority is
reduced from the source dataset. It is a simple and
easy method of undersampling. A subset of the
majority class is selected and merged with the mi-
nority class samples of the dataset.

/e aim of this study is to identify the individuals in
depression on Twitter using tweets, which are short mes-
sages created by the individual users on Twitter. We are
using 5 machine learning classifiers—SVMs, KNN, decision
trees, logistic regression, and LSTM—for the classification
job, and feasibility of this classification is examined through
evaluation metrics precision, F1-score, and recall. To handle
the imbalanced dataset, the oversampling and under-
sampling of class imbalance approaches are implemented
and analyzed.

4. Proposed Methodology

In this paper, we have selected and trained the tweet data.
We have performed data preprocessing on datasets and
removal of the raw data from the dataset. After value ex-
traction from the datasets, training the data of tweets and
cross-validating the training dataset have been carried out.
/e sampling process is performed over the dataset so that it
can sample the data according to the psychology.

Table 1: Literature survey.

Author Dataset Model Result
Nguyen et al. [18] Clinical group and control group Lasso Accuracy 93
Pennebaker et al. [6] Facebook Knn Accuracy 65
Gaikar et al. [19] Bipolar disorder and depression illness SVM Accuracy 85%
Hanai et al. [10] Audio and text based LSTM F1: 0.44 and precision: 0.59%
Lang and Cao [20] Twitter Naive Bayes Accuracy 86%
Trotzek et al. [12] Reddit message CNN Accuracy 87%
Lang and Cao [20] Speech data Deep CNN RMSE: 9.0001 and MAE: 7.4211
Islam et al. [8] Facebook comments KNN Accuracy 73%
Li et al. [9] Weibo microblogs Logistic regression Accuracy: 77% and precision: 77%
Li et al. [21] Shandong mental health center Kinetic captured skeleton Accuracy 96.47%
Asare Kennedy et al. [16] Smart phone dataset SVM Accuracy 96.44–98.14%
Tadalagi and Joshi [17] Facial expression SVM Accuracy 72.8%
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/e classifier is implemented, which will classify the
actual data and apply various learning methods to it. In the
classification technique, the data are categorized in two
parts: one is imbalanced data, and the other one is balanced
data. In imbalanced data, the data which do not contain any
missed values can be oversampled. Balanced data are cat-
egorized into two types: (1) positive tweets and (2) negative
tweets. /e flowchart is shown in Figure 4.

5. Experiment Setting

5.1. Data Acquisition. In this study, we considered two
datasets: Sentiment_140 and Sentiment_tweets3; these are
publicly available on https://www.kaggle.comfor for re-
search and study purposes.

Sentiment_140: /is is one of the most famous datasets
for sentiment analysis and for natural language pro-
cessing. /e dataset consists of 1.6 million tweets,
which is extracted using Twitter API. /e tweets have
annotation 0� negative, 2� neutral, and 4� positive,
but we use different annotations for our study, which is
0� negative and 1� positive. /ere are 3 fields in the
dataset:

Id� id of the tweet.
Text� the tweet data.
Label� the polarity of tweets (0� negative and
1� positive).

Sentiment_tweets3: /is dataset consist of 14000
tweets, which is publicly available for use, from which
only 6000 tweets are taken for use. For this study, we
combined these two datasets and collectively used
them; if the dataset is imbalanced, then the missing
values of the dataset are checked, and the data are
oversampled.

In the imbalanced dataset, first the number of instances
with positive and negative tweets is checked. /is will de-
grade the overall predictive performance of the model. /e
imbalanced data modeling is carried out with oversampling
data techniques.

5.2.Modeling. Modeling is the mathematical expression that
represents the data in the context of a problem, often a
business problem./e main aim of modeling is to form data
for insights. Machine learning algorithms perform pro-
cessing of data. To process the data, some models are used.
/e following are the data processing models used in this
paper:

(1) Decision tree (DT): A decision tree is a decision
support tool that includes the chances of event
outcomes, resource cost, and utility. It is used in
predictive modeling approaches, statistics, and ma-
chine learning.
One of the important parameters in decision trees is
information gain, which minimizes the amount of
information required to differentiate between two
data points for partition[18].

Info(D) � 
m

pi log z(pi),

InfoA(D) � 
vj�1

|DJ|

|D|
∗ Info(Dj).

(4)

Here, pi shows the probability that a tuple in dataset
D may belongs to class ci.
Info (D) is the sum of the mean amount of data
required to determine a data object class D to which
it belongs. /e info gain is calculated as

Gain(A) � info(D) − infoA(d). (5)

(2) Support vector machine (SVM): A support vector
machine is a model that uses the classification al-
gorithm for two-group classification problems. An
SVM is a fast and dependable algorithm. It consists
of a line that separates two data objects, known as the
decision boundary. /is acts as the main separation
axis. /e equation of the separation axis is
Y�mx+ c
where m stands for the slope.
Now, the hyperplane equation separating the data
objects are
H: wt(x)+b� 0, where b stands for the bias term.

(3) K-nearest neighbor (KNN): /is algorithm is used
for classification and regression./e KNN algorithm
assumes the similarity between the new case data and
available cases and put the new cases into the cat-
egory that is most similar to the available categories.
/e KNN algorithm utilizes the Euclidean distance
formula to determine the minimum distance be-
tween two data points in the plane with coordinates
(x, y) and (a, b), which is represented as

Dist((x, y, (a, b)) �

���������������

(x − a)
2

+(y − b)
2



. (6)

(4) LSTM: It is an artificial recurrent neural network
architecture used in the field of deep learning. It can
only process single data but can also process an
entire sequence of data.
LSTM transition function[9]:

It� σ (Wi. [ht-1, xt] + bi).
Ft� σ (Wf. [ht-1, xt] + bf).
Qt� tanh (Wf. [ht-1, xt] + bq).
Ot� σ (Wo. [ht-1, xt] + bo).
Ct� ft ® ct-1 + it ® qt.
Ht� ot ® tanh (ct).

/e LSTM model contains multiple iterative steps for
every time stamp. Here, ht-1 shows the hidden states (old),
xt shows the input of the current time stamp, and ft is the
forget gate that partially removes data, which are redundant
or not useful from the old memory cell, for further pro-
cessing in LSTM with ot as the output gate that selects an
appropriate output for the current time stamp. /e sigmoid
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function is used here that has a range [0, 1], which is shown
using the σ symbol, with ® used for multiplication of
elements.

5.3. Data Preprocessing. /e data collected from the social
media platform contain some error or may contain useless
text, which causes difficulty in semantic analysis. As the
dataset we are using is free from emojis, there is no need
for emoji processing. Second, the stop words removal task
is performed by using NLTK in Python. We can download
the list of stop words, and stemming is used, which ignores

stop words and creates systems by removing suffixes or
prefixes that are used with the word. In this study, we use a
snowball stemmer, which is different from a porter
stemmer, as it allows performing multiple language
stemmers. Tfidfvectorizer is used to tokenize the given
document.

5.4. Performance Measure. /e performance measurement
of datasets is carried out with the help of a confusion matrix
from where we get the results, which calculates the values of
accuracy, precision, and recall with the help of positive and

Training dataset
selection

Pre processing &
Label Encoding

Extraction of Values from
dataset

Training the data of Tweets

Cross Validation of Data

Data Sampling

LearningClassifier

LSTM

Imbalanced data Balanced data

Missied values
of Training

Data

Oversample
the data

Positive Tweets
Sampling dataset

Positive
Tweets

Negative
Tweets

Negative tweet
Sampling the dataset

Figure 4: Proposed methodology for handling the data of tweets.
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negative values of datasets. /e formulas used for the cal-
culation of values are

Accuracy �
TP + TN

TP + TN + FF + FN
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F1 − Score �
2∗ Precision∗Recall
Precision + Recall

.

(7)

6. Result and Discussion

We have performed the experiments in this proposed work
in three folds. Experiment 1 performs depression detection
using the imbalanced datasets. In Experiment 2, the SMOTE
technique of oversampling has been implemented to handle
the class imbalance issue of the training dataset. Experiment
3 implements the RUS technique of undersampling for
solving the imbalance issue in the dataset. /e performance
of the classifiers discussed above is analyzed and compared.
/e classification algorithms are analyzed using scikit-learn
library, and we plotted the graphs using Matplotlib library.

Table 2 tabulates the results of the performance mea-
surement with the imbalanced dataset. Table 3 lists the
performance of the various classification models using the
balanced dataset of SMOTE. Table 4 tabulates the results of
the performance measurement of the learning models using
the balanced dataset of RUS.

From Table 2 it is noted that the average precision, recall,
F1 score, and accuracy with the imbalanced dataset are 0.74,
0.65, 0.68, and 0.53, respectively, whereas the average pre-
cision, recall, F1 score, and accuracy with the balanced
dataset using SMOTE are 0.77, 0.67, 0.71, and 0.72, re-
spectively. /ere is a percentage increase of 4.05, 3.07, and
35.84 in the values of precision, recall, and accuracy, re-
spectively. /e results show that solving the class imbalance
problem improves the performance of the psychological
analysis model.

On comparison of Table 3 and Table 4, there is a per-
centage increase of 4.05, 1.51, and 4.34 in precision, recall,
and accuracy, respectively, on using the SMOTE technique
of oversampling in contrast with the RUS approach. /e
results illustrate that the SMOTE approach to handle class
imbalance gives better results for depression detection.

From Tables 2–4, it can also be observed that the values
of precision, recall, F1 score, and accuracy are high when
LSTM is used as a learning model. /e highest recall value of
0.75 is achieved using LSTM. Similar results with the ac-
curacy value as high as 0.83 and the highest precision of 0.84
have been recorded with LSTM as the learning model. /e
observations mentioned above infer that LSTM outperforms
the other baseline models in the depression detection
approach.

6.1. Balanced Data. Figures 5–8 show the graphical repre-
sentation of the performance measurement of precision,
recall, F1score, and accuracy using the imbalanced dataset
on the various leaning models. /e graphs indicate that
LSTM outperforms other baseline learning models in per-
formance measurement.

Figures 9–12 show the graphical representation of the
performance measurement of precision, recall, F1score, and
accuracy using the balanced dataset on the various leaning
models after the application of the SMOTE oversampling
technique. From the graphs, it can be clearly inferred that on
resolving the class imbalance issue of the training dataset, the
predictive performance of the models increases. /e models
are less biased and give more accurate results for depression
detection.

Figures 13–16 show the graphical representation of the
performance measurement of precision, recall, F1 score, and
accuracy using the balanced dataset on the various leaning
models after the application of the RUS undersampling
technique. /e plotted graphs indicate that although RUS
gave better results than the models trained with imbalanced
datasets, it did not outperform the oversampling approach of
class imbalance.

From the above-mentioned statistical analysis and
graphical interpretations, the answers to the research
questions stated above are clearly provided as follows:

Table 2: Results of performance measures with imbalanced dataset.

Classifier Precision Recall F1-score Accuracy
Decision tree 0.73 0.63 0.67 0.03
SVM 0.76 0.67 0.71 0.52
KNN 0.67 0.56 0.61 0.65
LR 0.75 0.68 0.71 0.71
LSTM 0.79 0.72 0.74 0.78
Average 0.74 0.65 0.68 0.53

Table 3: Results of performance measures using SMOTE.

Classifier Precision Recall F1-score Accuracy
Decision tree 0.76 0.64 0.69 0.68
SVM 0.79 0.69 0.73 0.62
KNN 0.69 0.59 0.63 0.71
LR 0.77 0.72 0.74 0.76
LSTM 0.84 0.75 0.79 0.83
Average 0.77 0.67 0.71 0.72

Table 4: Result of performance measure using RUS.

Classifier Precision Recall F1-score Accuracy
DT 0.72 0.64 1.80 0.67
SVM 0.77 0.67 0.71 0.59
KNN 0.67 0.57 0.61 0.68
LR 0.75 0.69 0.07 0.72
LSTM 0.82 0.73 0.77 0.80
Average 0.74 0.66 0.79 0.69
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For RQ1: /e solution of the class imbalance problem
improves the performance of the psychological analysis
model.

For RQ2:/e SMOTE oversampling technique of class
imbalance gives better results for depression detection
using psychological analysis.
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Figure 12: /e accuracy value of balanced dataset using SMOTE.
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For RQ3: /e LSTM classification model outperforms
the other baseline models in the depression detection
approach.

7. Conclusion and Future Scope

/is study describes various techniques for psychological
analysis for depression identification, including machine
learning and lexicon (dictionary and corpus)-based ap-
proaches, with the goal of detecting depression using ma-
chine learning classifiers. We also investigated the
classification of both balanced and imbalanced techniques.
Machine learning algorithms such as decision trees, support
vector machines, and LSTM show good accuracy, but a
hybrid approach may provide better results in detecting
mental health disorders than individual classifiers. Younger

generations are quite active on social media, expressing their
thoughts and opinions on a variety of topics and circum-
stances. Business firms use these platforms for their benefits,
such as collecting customer reviews and complaints about
services. /ese opinions help in identifying customer psy-
chology (positive, negative, and neutral) toward products
and any activity. /e social networking platform has proved
to be a great tool for identifying the mental state of social
networking users. Because depression is a new problem in
the society, examining social network data is helpful in
detecting depression. /is study discusses various obstacles
in psychological analysis, but these issues will be addressed
in the future as more psychological analysis research is
conducted. /e limitation to this research is that it can help
in depression detection on social media. A large number of
people of the world do not use social media because they find
themselves uncomfortable on the social platform, which will
remain undiagnosed.

For future work, we may identify the ability to estimate
depressive disorder and daily activity, which leads to de-
pression analysis withmore accuracy. Bymerging LSTM and
SVMs, we can create a hybrid model that can more accu-
rately identify depression, benefiting people all across the
world. As we know, LSTM can handle large datasets, and
SVM performance in text classification for psychological
analysis has greater accuracy; combining SVMs with LSTM
may give better results for the imbalanced dataset as well as
the balanced data set. In balanced datasets, SMOTE and RVS
are used in the detection of depression. People may suffer
from anxiety, depression, or suicide thoughts, and we can
predict the same using AI and machine learning techniques.
However, what about those who do not use social net-
working platforms? Developing a system that can identify
depressive behavior in persons who do not use social media
is a research objective in the future [20–24].

Data Availability

/e data collected during the data collection phase are
available from the corresponding authors upon request.
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Abstract
Satellites are widely used for remote sensing applications. High resolution images are used for different geographical applica-
tions. Using geographical objects or spatial objects for analysis became prevalent in the contemporary era. Many supervised 
classification techniques came into existence to have efficient classification of high-resolution imagery. There are many 
factors that may affect classification of geographic images. They include the presence of mixed objects, feature selection, 
size of training set and segmentation scale. When these factors are considered for a systematic mining of images with high 
resolution, it results in improved performance. Especially in agricultural environments, it is essential to have such study to 
ascertain which supervised learning mechanism can best deal with the factors aforementioned. An algorithm named Feature 
Subset Selection (FSS) is defined to enhance classification accuracy. Different classification techniques such as Support 
Vector Machine (SVM), Random Forest (RF), Naïve Bayes, k-Nearest Neighbour (KNN), Adaboost.M1 and Decision Table 
(DT) are used for the empirical study with spatial data mining. Useful analysis of the techniques is made and thus this paper 
provides valuable insights on mining images of high spatial resolution in agricultural environments.

Keywords Spatial data mining · Classification · SVM · RF · KNN · DT · Adaboost.M1

Introduction

There are technological advances in space borne and air-
borne remote sensing technologies. With respect to agricul-
tural environments, it is important to have image classifica-
tion and mapping to have better decision-making. Spatial 
data mining helps in identifying land cover, land usage and 
other agriculture-related aspects. There are many supervised 
learning methods that came into existence. Spatial data are 
the data related to geographical locations with purposeful 
coverage. For instance, spatial data are related to agriculture 
cultivation. Remote Sensing (RS) images related to agricul-
ture can help in understanding crop dynamics and the usage 
patterns of the land available. Spatial data also may have 
non-spatial data associated with it. This is shown in as pre-
sented in Fig. 1, there is spatial data that are categorized into 
water, residential, institutional, industrial and commercial. 

However, the spatial data have associated non-spatial data. 
The non-spatial data have city blocks and corresponding 
land use details. In spatial data mining, it is possible to have 
non-spatial predicates in queries. Thus non-spatial data pro-
vide additional details for processing user queries on spatial 
data.

There were many studies on the image analysis. In 
Blanche et  al. (2014) geographical object analysis is 
explored with paradigm shift. LIBSVM is the library with 
variants of SVM studied in Chang and Lin (2011) (Mal-
likrarjuna Rao et al. 2019; Lalita Parameswari et al. 2014) 
for spatial data analysis. Image segmentation with automatic 
approach for parameter setting is investigated in Drăguţ et al. 
(2014). The image segmentation scale and the impact of 
this factor in analysing spatial data related to agriculture is 
focussed in Dronova et al. (2012). Spatial image analysis 
include object-based and pixel-based analysis as explored 
in Duro et al. (2012). Different approaches found in the lit-
erature have different approaches for classification of spatial 
imagery. However, there is need for leveraging feature selec-
tion to enhance quality in the training process. Similarly, 
from the review of literature presented in Related work, it 
is understood that there is need for analysing various fac-
tors of image classification so as to improve the utility of 
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classification of spatial imagery. The following are contribu-
tions of this paper.

• We proposed a methodology with different classification 
techniques and parameters for evaluation of spatial data 
mining approaches on the imagery in agricultural envi-
ronments.

• The proposed feature subset selection algorithm improves 
the performance of the classification techniques.

• We built a prototype application to study different clas-
sification techniques with and without feature selection.

• We analysed the results of empirical study and provided 
suitable insights that can help stakeholders to make well 
informed decisions in choosing mining choices in future.

The remainder of the paper is structured as follows. 
Related work provides review of literature that analyse the 
state of the art. Proposed solution provides the proposed 
methodology. Experimental results presents experimental 
results. Conclusions and future work gives conclusions and 
provides directions for future work.

Related work

This section reviews literature on classification techniques 
that are widely used for mining spatial imagery. Alfaro et al. 
(2013) explored classification techniques with bagging and 
boosting. It has provision for Adaboost and Adaboost.M1. 
Ensembles are trained to have better solution for classifica-
tion. Blanche et al. (2014) proposed a new paradigm for 
image analysis. The images considered are geographic 
objects. Chang and Lin (2011) studied SVM using LIBSVM 
library that supports classification of imagery with differ-
ent variants like one-class SVM, Support Vector Regres-
sion (SVR) and Support Vector Classification (SVC). Drăguţ 
et al. (2014) on the other hand proposed a framework for 
automated parameterisation required by multi-scale param-
eterisation. High resolution imagery is used for empirical 
study. Dronova et al. (2012) explored image segmentation 
with different segmentation scale, classification methods and 
vegetation classes. Object level texture metrics are used to 
make classification decisions. Wetland plant function types 
are considered for classification. However, they are yet to 
explore functional diversities in different spatial imagery.

Fig. 1  Spatial data containing information about non-spatial data
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Unlike the work in Blanche et al. (2014) where object 
level image analysis is made, (Duro et al. 2012) focussed 
on both pixel-based and object-based analysis of high-res-
olution images. Different classification algorithms like RF, 
SVM and DT are used for empirical study. In agricultural 
environments, it is essential to use more than one method for 
better results. Earth observation imagery are used for inputs. 
In remote sensing-based estimations, (Fassnacht et al. 2014) 
focussed on experimentation related to the importance of 
prediction methods, data types and the size of data in case 
of above ground forest biomass analysis. They used differ-
ent analysis methods for the same and found that LiDAR 
(Light Detection and Ranging) is a better technique. Bamboo 
patches classification is employed in Ghosh and Joshi (2014) 
with different classification algorithms. They used agricul-
tural environments to study land use and land cover (LULC). 
Recursive feature elimination method is used to have highly 
relevant features for classification purposes.

Object-based classification methods with non-parametric 
approach are studied by Luque et al. (2013). Regression tree, 
classification algorithms like NN, SVM and CART are used 
for the study of classification methods. Three study areas are 
used for empirical study. The results revealed that SVM clas-
sifier was better than other methods. Ma et al. (2014) threw 
light on extracting cultivated land information from spatial 
imagery. The imagery was captured from unmanned aerial 
vehicle. A technical framework is proposed to have culti-
vated land information. Ma et al. (2015) studied size, scale 
and features of training set as part of object-based image 
analysis. UAV imagery is used for empirical study. They 
found that UAV imagery can be used to have land cover and 
land use classifications.

Pu and Landry (2012) made a comparative analysis 
of spatial imagery for mapping urban tree species. Their 
research includes classification, regression trees, linear 
discrimination, masking and object-based image analysis. 
More research on object-based image analysis is made in 
Radoux and Bogaert (2014). Land cover classification is 
explored in Shao and Lunetta (2012) with limited training 
data as part of agricultural research. Land cover mapping is 
performed along with accuracy assessment. Forest habitat 
mapping is studied in Strasser and Lang (2015) with multi-
scale object-based class modelling. There was comparative 
study between object-based and pixel-based image analysis. 
Land use and land cover are studied for better understand of 
geography (Tehrany et al. 2014). Classified image objects 
are validated by Whiteside et al. (2014) using location-based 
and area-based approaches. Oil spill identification (Xu et al. 
2014), Baysian and Network Classifier (Yang and Wang 
2012) and segmentation quality evaluation (Zhang et al. 

2015; Ramesh and Mallikrarjuna Rao 2018) for improv-
ing region-based precision and recall are other important 
researches found in the literature. A machine learning-based 
approach (Atul et al. 2021; Tian et al. 2021) and exploration 
of remote sensing possibilities (Arifjanov et al. 2021) are 
other important contributions found in the literature. From 
the review of literature, it is found that there needs to be a 
comprehensive approach which can cater to the needs of an 
application like classification of objects in spatial imagery. 
In this paper, we proposed methodology to achieve this. Sup-
port Vector Machine (SVM), Random Forest (RF), Naïve 
Bayes, k-Nearest Neighbour (KNN), Adaboost.M1 and Deci-
sion Table (DT) are evaluated with different parameters and 
metrics. The results revealed that there is need for evaluating 
classifiers with different parameters and feature selection.

Proposed solution

This section provides the proposed methodology for finding 
performance of different algorithms and evaluate the same 
with respect to Support Vector Machine (SVM), Random 
Forest (RF), Naïve Bayes, k-Nearest Neighbour (KNN), 
Adaboost.M1 and Decision Table (DT). Towards this end, 
the input remote sensing imagery is divided into two areas. 
Figure 2 shows the two areas of the dataset used for empiri-
cal study.

As explored in Duro et al. (2012), the study areas are 
considered with respect to agricultural environment to be 
part of a landscape. The legend associated with each image 
pair shows the details of buildings, woodland, crop, bare 
land, road and water. The two areas are used for experiments. 
Different classification techniques are used for evaluation. 
The dataset comes from the high-resolution imagery Dey-
ang city of Sichuan province in China. The images were 
collected from UAV. With each classification technique, 
feature selection is employed. As the images are of very 
high resolution, the classified images are used as reference 
images. Different land cover types are found in the study 
area 1. They include buildings, woodland, crop, bare land 
and road. The land cover types associated with the study area 
2 include buildings, woodlands, crop, bare land, road and 
water. Digital Orthogonal Map (DOM) data are generated. 
Based on the DOM data generated, different segmentation 
scales are used for experiments. Most suitable algorithms 
were used for empirical study. Correlation-based feature 
selection method is employed for pre-processing.

The quality of subset of features was verified. Before 
indulging into a classification technique, the correlation 
technique is applied to all features that are computed. 
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Different measures are used for computations. They include 
mean red, mean green, mean blue, brightness, standard 
deviation red, standard deviation blue and standard devia-
tion green. Texture measures are also used for better results. 
Different classifiers are used for empirical study as shown 
in Fig. 3.

Support vector machine: SVM is non-parametric and 
binary supervised learning classifier. LIBSVM library is 
used for implementing SVM. It supports four kinds of ker-
nels. In this study, Radial Basis Function (RBF) is used. 
Penalty and kernel are two parameters to be used for the 
RBF. SVM is used with cross validation for the purpose of 
the experiments.

Random forest (RF): Random forest (RF) is another 
well-known classifier used. It has been used widely for 
remote sensing images. A random method is used by RF 
and it needs two parameters namely number of predication 
variables and classification trees desired. RF has built in 
functionality to be carried out for predictions.

K-nearest neighbour: KNN is widely used classifier due 
to its simplicity and also flexibility. It assigns an object to 
a class depending on the nearest neighbours in the search 

space. From the training set closes nearest neighbours are 
considered to predict a new object. Cross-validation and 
bootstrap values are used for searching the best K value.

Decision tree: Of late, DT is widely used to deal with 
remote sensing imagery. Binary recursive partitioning is 
employed to have a tree grown. The split process of the 
dataset is repeated until the terminal nodes are too small or 
too few to be split.

Adaboost.M1: To have ensemble of methods, boosting 
is a popular method. Therefore, the Adahoost.M1 is used for 
classification of objects in earth observation imagery. Alpha 
is a learning factor (a constant) used for experiments. The 
value 100 is set for number of trees and number of iterations.

Naïve Bayes: It is another powerful tool for classification 
of spatial imagery. Probabilistic representation and reason-
ing are employed in this algorithm. It also deals with condi-
tions of uncertainty. The problem is then boiled down to con-
ditional probability and it is widely used classifier for remote 
sensing imagery. Accuracy assessment and visual assess-
ment are employed to know the advantages of the proposed 
system. The experiments are made with and without feature 
selection. The difference in results with a single selected 

Fig. 2  Segmented image a and its corresponding interpretation image b for area 1 and segmented image c and its corresponding interpretation 
image d for area 2; both are taken at a scale of 100
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feature and all features are shown. The effect of training size 
on the accuracy of classification is provided. Homogenous 
and heterogeneous objects are there in the given dataset. 
In presence of such samples experiments are made. Agri-
cultural environment is considered for empirical study. The 

proposed feature subset selection algorithm is based on two 
measures namely entropy and gain. Entropy measures impu-
rity while gain reflects the amount of information a feature 
can help in contributing class label identification.

Remote 
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The feature selection is made based on the proposed algo-
rithm which helps in identification of features that lead to 
contribution of class label selection. This has potential to 
improve quality in training and then improve performance of 
the classification techniques used in the proposed approach. 
The proposed algorithm uses the measures like entropy and 
gain to determine the correlation between features. Entropy 
as in Eq. (1) shows the uncertainty in the dataset while the 
gain as in Eq. (2) is derived from the entropy. They are com-
puted based on the data associated with features of dataset.

Gain reveals the possible reduction in entropy and the two 
measures are related to each other to have a mechanism to 
determine correlations among features. This is very impor-
tant consideration for making decisions in choosing subset 
of features from given dataset that are highly relevant to the 
given objective.

Experimental results

Experiments are made with high-resolution spatial images 
of two areas as shown in Fig. 2. In either case, different 
classifiers are built and the performance of the classifiers is 
evaluated. The classification algorithms include SVM, RF, 
Adaboost.M1, Naïve Bayes and DT.

(1)H(X) =
∑

x∈X

p(x) log2 p(x)

(2)Gain (X∕Y) = H(X) − H(X∕Y)

= H(Y)−H(Y∕X)

Results on area 1

Area 1 considered in Fig.  2 is used and the results are 
observed. The results are presented with segmentation scale 
and overall accuracy as performance metrics to compare 
among the aforementioned classifiers. Spline line of mean 
is a measure used to have spatial analysis which is based on 
selected features or all features.

As presented in Table 1, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features.

Table 1  Shows overall accuracy of SVM classifier with spline line of 
mean with chosen feature and all features

SVM

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.85 0.86
50 0.86 0.87
70 0.88 0.89
90 0.87 0.87
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.85 0.87
190 0.87 0.86

Fig. 4  Performance comparison 
with SVM
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As presented in Fig. 4, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the SVM 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 2, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features

As presented in Fig. 5, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the RF 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 

Table 2  Shows overall accuracy of RF classifier with spline line of mean with chosen feature and all features

RF

Segmentation code Overall accuracy

Spline line of mean with selected feature Spline line of mean with all feature

30 0.89 0.89
50 0.88 0.87
70 0.88 0.89
90 0.87 0.87
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.88 0.88
190 0.885 0.89

Fig. 5  Performance comparison 
with RF

Table 3  Shows overall accuracy of adaboost.M1 classifier with spline 
line of mean with chosen feature and all features

Adaboost.M1

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.81 0.81
50 0.82 0.825
70 0.85 0.86
90 0.9 0.89
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.88 0.88
190 0.89 0.89
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overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 3, overall accuracy of adaboost.M1 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features

As presented in Fig. 6, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Ada-
boost.M1 classifier. The results are observed with and with-
out feature selection. The segmentation scale has its influ-
ence on the overall accuracy. Another important observation 
is that when feature selection is used, it results in improved 
performance.

As presented in Table 4, overall accuracy of Naïve Bayes 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features

Fig. 6  Performance comparison 
with Adaboost.M1

Table 4  Shows overall accuracy of Naïve Bayes classifier with spline 
line of mean with chosen feature and all features

Naïve Bayes

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.79 0.74
50 0.8 0.76
70 0.8 0.77
90 0.82 0.79
110 0.84 0.795
130 0.83 0.798
150 0.85 0.798
170 0.88 0.8
190 0.9 0.8

Fig. 7  Performance comparison 
with Naïve Bayes



 Applied Nanoscience

1 3

As presented in Fig. 7, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Naïve 
Bayes classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

As presented in Table 5, overall accuracy of DT classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features

As presented in Fig. 8, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the DT 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

Results of area 2

The high-resolution spatial image related to agricultural 
environment provided in Fig. 2 (c) is used for another set of 
experiments. The results with different classifiers are pre-
sented in this sub section.

As presented in Table 6, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

As presented in Fig. 9, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the SVM 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 7, overall accuracy of RF classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

As presented in Fig. 10, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the RF 
classifier. The results are observed with and without feature 

Table 5  Shows overall accuracy of DT classifier with spline line of 
mean with chosen feature and all features

DT

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.75 0.76
50 0.78 0.78
70 0.8 0.8
90 0.83 0.84
110 0.85 0.85
130 0.87 0.86
150 0.89 0.87
170 0.9 0.88
190 0.88 0.86

Fig. 8  Performance comparison 
with DT
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selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 8, overall accuracy of Adaboost.M1 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features using area 2

As presented in Fig. 11, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Ada-
boost.M1 classifier. The results are observed with and with-
out feature selection. The segmentation scale has its influ-
ence on the overall accuracy. Another important observation 
is that when feature selection is used, it results in improved 
performance.

As presented in Table 9, overall accuracy of Naïve Bayes 
classifier is provided against different segmentation scales. 

Table 6  Shows overall accuracy of SVM classifier with spline line of 
mean with chosen feature and all features

SVM

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.81 0.81
50 0.82 0.825
70 0.85 0.86
90 0.9 0.89
110 0.85 0.86
130 0.86 0.88
150 0.84 0.85
170 0.79 0.78
190 0.78 0.79

Fig. 9  Performance comparison 
with SVM with area 2 imagery

Table 7  Shows overall accuracy of RF classifier with spline line of mean with chosen feature and all features

RF

Segmentation code Overall accuracy

Spline line of mean with selected feature Spline line of mean with all feature

30 0.87 0.87
50 0.86 0.86
70 0.85 0.85
90 0.845 0.84
110 0.85 0.85
130 0.87 0.86
150 0.89 0.88
170 0.89 0.88
190 0.88 0.87



 Applied Nanoscience

1 3

The results show the overall accuracy with a single feature 
and all features using area 2

As presented in Fig. 12, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Naïve 
Bayes classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

As presented in Table 10, overall accuracy of DT classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

Fig. 10  Performance com-
parison with RF with area 2 
imagery

Table 8  Shows overall accuracy of Adaboost.M1 classifier with 
spline line of mean with chosen feature and all features

Adaboost.M1

Segmentation 
code

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.78 0.79
50 0.8 0.8
70 0.79 0.82
90 0.82 0.82
110 0.795 0.84
130 0.8 0.83
150 0.82 0.85
170 0.84 0.855
190 0.84 0.86

Fig. 11  Performance com-
parison with RF with area 2 
imagery
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As presented in Fig. 13, the segmentation scale used 
from 30 to 190 incremented by 20. It is presented in hori-
zontal axis. The vertical axis showed overall accuracy of 
the DT classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

Conclusions and future work

In this paper, we considered different factors of high-resolu-
tion images collected through remote sensing in agricultural 
environments for spatial data mining. In other words, the spa-
tial imagery is subjected to supervised learning with different 
state of the art mining algorithms. The factors include the 

Table 9  Shows overall accuracy of Naïve Bayes classifier with spline 
line of mean with chosen feature and all features

Naïve Bayes

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.81 0.79
50 0.8 0.76
70 0.8 0.77
90 0.82 0.79
110 0.84 0.795
130 0.83 0.798
150 0.85 0.798
170 0.88 0.8
190 0.9 0.8

Fig. 12  Performance compari-
son with Naïve Bayes with area 
2 imagery

Table 10  Shows overall accuracy of DT classifier with spline line of 
mean with chosen feature and all features

DT

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.87 0.87
50 0.86 0.865
70 0.85 0.86
90 0.85 0.85
110 0.85 0.85
130 0.87 0.86
150 0.89 0.88
170 0.89 0.88
190 0.88 0.87
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Fig. 13  Performance com-
parison with DT with area 2 
imagery

presence of mixed objects, feature selection, size of training 
set and segmentation scale and the classification techniques 
studied are Support Vector Machine (SVM), Random Forest 
(RF), Naïve Bayes, k-Nearest Neighbour (KNN), Adaboost.
M1 and Decision Table (DT). With respect to SVM and RF, 
overall accuracy changed linearly when segmentation scale is 
increased. Highest overall accuracy is exhibited by RF when 
training ratio is increased. The RF and DT were found to be 
very stable with and without feature selection technique. Fea-
ture selection has improved performance of Naïve Bayes but 
there was no improvement with Adaboost.M1. When num-
ber of mixed objects are increased in the imagery, accuracy 
of performance is different for each method. The imagery 
used for the empirical study are related agricultural environ-
ments. Feature selection using the proposed algorithm has its 
impact on the overall accuracy. Having used the techniques 
for spatial data analysis with high-resolution images, it is an 
important direction for future work to investigate on the low 
and medium resolution images. Finding trends in land cover 
usage is another direction for future work.
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Abstract
Skin cancer is a commonly occurring disease, which affects people of all age groups. 
Automated detection of skin cancer is needed to decrease the death rate by identify-
ing the diseases at the initial stage. The visual inspection during the medical exami-
nation of skin lesions is a tedious process as the resemblance among the lesions 
exists. Recently, imaging-based Computer Aided Diagnosis (CAD) model is widely 
used to screen and detect the skin cancer. This paper is designed with automated 
Deep Learning with a class attention layer based CAD model for skin lesion detec-
tion and classification known as DLCAL-SLDC. The goal of the DLCAL-SLDC 
model is to detect and classify the different types of skin cancer using dermoscopic 
images. During image pre-processing, Dull razor approach-based hair removal and 
average median filtering-based noise removal processes take place. Tsallis entropy 
based segmentation technique is applied to detect the affected lesion areas in the 
dermoscopic images. Also, a DLCAL based feature extractor is used for extracting 
the features from the segmented lesions using Capsule Network (CapsNet) along 
with CAL and Adagrad optimizer. The CAL layer incorporated into the CapsNet 
is intended to capture the discriminative class-specific features to cover the class 
dependencies and effectively bridge the CapsNet for further process. Finally, the 
classification is carried out by the Swallow Swarm Optimization (SSO) algorithm 
based Convolutional Sparse Autoencoder (CSAE) known as SSO-CSAE model. The 
proposed DLCAL-SLDC technique is validated using a benchmark ISIC dataset. 
The proposed framework has accomplished promising results with 98.50% accuracy, 
94.5% sensitivity and 99.1% specificity over the other methods interms of different 
measures.

Keywords Skin lesion · Dermoscopic images · Image classification · ISIC dataset · 
Deep learning · Image segmentation · Hair removal · Capsule Networks
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1 Introduction

Skin cancer is a lethal kind of cancer across the globe [1, 2]. Various kinds of skin 
cancer exist globally namely melanoma, basal cell carcinoma, squamous cell car-
cinoma, intraepithelial carcinoma and so on. The human skin comprises of three 
layers of tissues namely hypodermis, dermis and epidermis. The epidermis layer 
contains melanocytes that could generate high melanin at an abnormal rate in cer-
tain cases. For example, long-term disclosure of strong ultraviolet radiation from 
sunlight leads to melanin creation. The uncommon development of melanocytes 
results in melanoma that is a lethal kind of skin cancer [3]. Earlier diagnosis of 
melanoma is highly important for proper treatment. If the melanoma is identified 
at the earlier stage, the survival rate for 5 years is about 92%. The visual compari-
son between malign and benign skin lesions is the major problem in melanoma 
detection. Because of this, melanoma diagnostic process is complex even for the 
experienced professional. It is one of the difficult processes in determining what 
kind of lesion through naked eye. In recent times, various imaging approaches are 
utilized with Dermoscopy as part of them.

Dermoscopy is a noninvasive imaging method which involves picturing of skin 
surface using immersion fluid and light magnifying tool. It is most utilized imag-
ing methods in dermatology that augmented the diagnosis efficiency of malignant 
cases by 50% [4–6]. Nevertheless, the utilization of human vision for detecting 
melanoma in skin lesion images may be subjective, imprecise and depends on 
the experienced dermatologists. To conquer these problems faced in the identi-
fication of melanoma, Computer Aided Diagnosis (CAD) system is required for 
assisting the professionals in diagnostic process. This segmentation phase is a 
troublesome procedure because of its huge variation in texture, size, color and 
position of skin lesion images. Moreover, the lower contrast of images prevents 
us from finding the difference of the nearby tissues. Additional features like ruler 
marks, air bubbles, color illumination, ebony frames, hair and blood vessels 
cause additional problems during the lesion segmentation process. Several tech-
niques are employed for segmenting skin lesions using different imaging modali-
ties. Recently, Convolutional Neural Networks (CNN) in Deep Learning (DL) 
approaches have attained an effective outcome in skin lesion detection [7]. The 
CNN accepts lower resolution images to reduce the number of estimations and 
variables in the network [8, 9]. This condition might result in loss of some signifi-
cant features of the image.

1.1  Major contribution

• This research proposes a novel DL with class attention layer based CAD tech-
nique for skin lesion detection and classification known as DLCAL-SLDC.

• The DLCAL-SLDC model involves image pre-processing in two different 
stages namely, Dull razor approach based hair removal and average median 
filtering based noise removal.
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• Tsallis entropy based segmentation technique is applied for detecting the seg-
ment of the infected lesion regions in the dermoscopic images.

• DLCAL model is used which extracts the features from the segmented lesions 
using Capsule Network (CapsNet) along with CAL and Adagrad optimizer.

• The Swallow Swarm Optimization (SSO) algorithm based Convolutional Sparse 
Autoencoder (CSAE) knowns as SSO-CSAE model is applied for classification.

• To investigate the effective skin lesion classification performance of the DLCAL-
SLDC model, an extensive simulation analysis take place on the benchmark ISIC 
dataset.

2  Literature review

The recently developed automated DL based skin lesion detection and classification 
models are available in the literature. Hasan et al. [10] presented an automated and 
reliable architecture for skin lesion diagnosis called Dermoscopic Expert (DermoE-
xpert). It comprises of pre-processing, Transfer Learning (TL) and hybrid CNN. The 
presented hybrid CNN classification comprises of three different feature extractors 
with similar input images that are combined to attain improved depth feature map-
ping of equivalent lesion. The fused and distinct feature mapping are categorized by 
distinct Fully Connected (FC) layers that are later ensembled for getting an ultimate 
predictive possibility. In pre-processing, they utilize class rebalancing, lesion seg-
mentation and augmentation. To boost lesion detection, intensity-based augmenta-
tion, class rebalancing the geometric features are used to find the damage of major 
class and include additional images to the minor class. Acosta et  al. [11] consid-
ered the early phase that automatically crops the affected area in a skin lesion image 
by utilizing Mask and Region based CNN method and the next phase depends on 
ResNet152 structure that categorizes the lesions as “benign” or “malignant”. Seeja 
and Suresh [12] focused on the design of DL based automated skin lesion segmenta-
tion techniques to achieve enhanced classification efficiency. Initially, a CNN based 
U-net method is utilized for processing segmentation. Later, the features like texture, 
shape and color gets extracted from the segmented image by Histogram of Oriented 
Gradients (HOG), Gabor Edge Histogram (GEH) and Local Binary Pattern (LBP) 
technique. At last, all the features are extracted by these techniques and are fed into 
KNN, RF, NB and SVM classification for diagnosing the skin image, i.e., melanoma 
or benign lesion. Li and Shen [13] presented two DL techniques for addressing three 
major processes carried out in the region of skin lesion image namely lesion der-
moscopic feature extraction, lesion classification and lesion segmentation. A DL 
method comprising of 2 FCRN is projected for producing simultaneous segmenta-
tion and coarse classification results. Yap et al. [14] proposed a technique that inte-
grates several imaging modalities along with person metadata to enhance the effi-
ciency of automatic skin lesion diagnosis. It is employed on binary classification 
function for relating prior investigation and five class classification function depict-
ing a real-time medical setting.

In Khan et al. [15], a fully automatic CAD method is presented depending upon 
DL architecture where the actual skin lesion images are primarily pre-processed by 
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the decorrelation formulation method which further permits the resulting image to 
the Mask-RCNN for segmenting lesions. During this phase, the Mask RCNN mod-
ule is trained by the segmentation RGB image that is produced by the ground truth 
image of ISIC2017 and ISIC2016 datasets. Srinivasu et  al. [16] presented a tech-
nical procedure for categorizing skin disease by DL based LSTM and MobileNet 
V2. The MobileNet V2 module is an effective method with improved accuracy that 
could process light weighted computation devices. The presented module is effec-
tive in preserving stateful data for accurate prediction. A GLCM is utilized to assess 
the development of the disease. Gazioğlu and Kamaşak [17] examined the impact 
of external objects (hairs and ruler) and image quality (contrast, noise, blur) on the 
melanoma classified images using CNN modules like AlexNet, VGG16, ResNet50 
and DenseNet121. They employed data augmentation, trained 4 modules individu-
ally and investigated 6 datasets. In [26], a smart home system is presented via in-
built sensors with AI techniques for diagnostic skin cancer of the inhabitants of the 
house. The projected model has been validated and elaborated owing to the signifi-
cant utilization in real time. In [27], a novel segmentation-based classifier to detect 
skin cancer is derived by incorporating four main steps, namely pre-processing, 
grabcut based segmentation, Inception based feature extraction and ANFC based 
classification. The several models exist in the literature are tedious process because 
of its huge variances in texture, size, color and position of skin lesion images. Addi-
tional features like ruler marks, air bubbles, color illumination, ebony frames, hairs 
and blood vessels cause’s additional problems to the lesion segmentation process. 
To resolve these issues, this paper presents a new DL model to accomplish enhanced 
diagnostic outcome.

3  The proposed CAD model

The proposed DLCAL-SLDC model aims to present a new CAD model to detect 
and classify different types of skin lesions with dermoscopic images. During image 
pre-processing, Dull razor approach-based hair removal and average median filter-
ing-based noise removal processes take place. Besides, Tsallis entropy-based seg-
mentation technique is employed to detect the affected lesion areas in the dermo-
scopic images. The block diagram of the DLCAL-SLDC model is shown in Fig. 1. 
The DLCAL-SLDC model involves distinct stages of operations namely image 
pre-processing, Tsallis entropy-based image segmentation, DLCAL based feature 
extraction and SSO-CSAE based classification. The detailed working of every mod-
ule in the block diagram is discussed in the succeeding sections.

3.1  Image pre‑processing

The pre-processing technique comprises of two phases. The first stage is the recog-
nition of lesion position from the image and the next is the process of segmenting 
lesions. Each data in the trained dataset has been resized to 512 × 512 solution prior 
to CapsNet training process. Then, every image in the trained set is labeled based on 
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the training requirements of CapsNet and it requires few data regarding images and 
trained images. This data contains values of intermediate point coordinates (x, y) , 
width (w) and height (h) of bounding box where class description of object should 
be identified. The upper left corner coordinate points (× 1, y1) and bottom right cor-
ner coordinate points (x2, y2) of bounding box are utilized for determining x and y 
coordinate points. Similarly, hairs have been removed from the dermoscopic images 
using the DullRazor [18] method for precise detection and segmentation. This tech-
nique removes the hair on lesion in three stages. At initial stage, it recognizes the 
hair positions by grayscale morphological closing function. In next stage, it ensures 
the hair positions by observing the length and thickness of the identified shapes and 
later, the ensured pixels are exchanged using bilinear interpolation technique. At 
last, it smoothens the exchanged pixel using an adaptive median filter.

3.2  Image segmentation

Once the input dermoscopic images are pre-processed, the next step is to segment 
the lesion areas using Tsallis entropy technique. The Entropic segmentation provides 
optimal outcome in several conditions that functions well while used for noisy 
images, where grayscale distribution usually consists of unimodal histogram [19]. 
The benefit of this technique is the usage of the global and objective function of the 

Fig. 1  Workflow of DLCAL-SLDC model
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histogram. Assume a grayscale image with L grayscale in the extent of 
{0, 1, 2, (L − 1)} . Assume h(i) denotes pixel count of the grayscale i for 
0 ≤ i <

_
(L − 1) and N denotes pixel count in the image. Thus,

where Pi represents the likelihood of incidence of intensity level i in the image.
Then, the Tsallis multi-level thresholding is given as follows,

where SA
q
(t) =

1−
∑t1−1

i=0
(
Pi

PA
)q

q−1
 ; PA =

∑t1−1

i=0
Pi ; SBq (t) =

1−
∑t2−1

i=t1
(
Pi

PB
)q

q−1
 ; PB =

∑t2−1

i=t1
Pi and 

SM
q
(t) =

1−
∑L−1

i=tM
(

Pi

PM
)q

q−1
 ; PM =

∑L−1

i=tM
Pi

In above formula, t1, t2 tM denotes threshold level where, t1 < t2 < ⋯ < tM.

3.3  Feature extraction

Next to image segmentation, feature extraction process is carried out to derive a col-
lection of useful feature vectors from the segmented image. The CapsNet model is 
used as a feature extractor with the inclusion of CAL and Adagrad optimizer. The 
Fused Vector (FV) results may contain duplicate or unnecessary characteristics that 
are explicitly processed with an attribute or variable selection mechanism. Feature 
selection refers to the whole process of selecting a subset of the highly discriminant 
parameters. The idea of entropy is used in the proposed work to evaluate uncertain 
data and reveal the signal unpredictability by displaying the system disorder.

3.3.1  CapsNet architecture

CapsNet model is established for maintaining the object location and their features 
in the image and modeling the hierarchical relations. In CNN method, useful data 
in the information arrives in front of the pooling layer. As the information is trans-
ferred to the following pooling layer, it might not be probable for the network in 
learning small details. Figure 2 illustrates the structure of CapsNet Model. Addition-
ally, the CNN method generates a scalar value in neural outcome. The CapsNets 
produce vector output in similar size however with distinct routing, capsules com-
prise several neurons. The vector routing denotes the variable of images [20]. The 
CNN utilizes scalar input activation functions like Tangent, ReLU and Sigmoid. 
Alternatively, the CapsNet utilizes vector activation function named squashing as 
defined in Eq. (3).

(1)N =
∑L−1

i=0
h(i)andPi =

h(i)

N

(2)
f (t) = argmax [SA

q
(t) + SB

q
(t) +⋯ + SM

q
(t) + (1 − q) ⋅ SA

q
(t) ⋅ SB

q
(t) ⋅ ⋯ ⋅ SM

q
(t)]

(3)�j =
||Sj||2

1 + ||Sj||2
Sj

||Sj||
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where vj denotes capsule output, j and sj represents overall capsule input. vj shrink 
long vector to one when there exists an object in the image and choke shorter vector 
to zero when there is no object in the image.

Apart from the initial layer of CapsNet, the overall input values of capsule sj is 
estimated by the weighted number of the predictive vector (Uj|i) in the capsule as 
placed in lower layer. The predictive vector (Uj|i) is estimated by the product of a 
capsule from the lower layer with their output (Oi) and weight matrix (Wij).

where bij denotes coefficient defined by dynamic routing procedure and it is given 
by,

where aij indicates log-likelihood. The number of correlation coefficient between 
capsules i and capsules in top layer is one and log previous likelihood is defined by 
Softmax. In CapsNet, a margin loss is provided for determining the object of a cer-
tain class that exist and is estimated as follows,

The value of Tk is one when class k is present. Besides, m+ = 0.9 and m− = 0.1 
represents hyper variables and weight of the loss respectively. The vector length 
is estimated by the CapsNet that denotes the likelihood in the part of image, 
where vector direction comprises of the variable data like size, position, color, 
texture and so on.

(4)Sj=

∑
i
bijuj|i

(5)uj|i=WijOi

(6)bij =
exp (aij)∑
k
exp (aik)

(7)Lk = Tk max (O,m+ − ‖vk‖)2 + �(1 − Tk max (O, ‖vk‖ − m−)2

Fig. 2  Architecture of CapsNet model
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3.3.2  Class attention layer mechanism

Though the extracted features from pretrained CapsNet are at higher level and straight-
away fed into FC layer to generate multi-labelled prediction, it is impossible to learn 
the higher order probabilistic dependency by recurrent feeding with similar features. 
Hence, the extraction of discriminative class wise features acts as a major part in deter-
mining class dependency and effectively connecting CapsNet for multi-label classifica-
tion processes. Therefore, CAL is employed for exploring features in every category. It 
comprises of two succeeding phases namely (1) creating class attention map with 1 × 1 
convolution layer with stride 1 and (2) vectorising every class attention map to attain 
class specific features. Basically, for a given feature map X , in the feature extraction 
model, size is given by W ×W × K and 1vl denotes the l-th convolutional filter in CAL 
layer. The attention mapping Ml for class l is obtained from the following equation:

where l extents from one to several classes and ∗ denotes convolution function. Con-
sider the size of convolution filter 1 × 1 and a class attention mapping Ml is basically 
a linear integration of whole channel in X . With this implementation, the presented 
CAL can learn distinct class attention mapping [21]. For instance, initially, a dermo-
scopic image is fed into the feature extraction model and the output of its convolu-
tional block is assumed as feature mapping X in Eq. (8). It shows that class attention 
mapping emphasizes on distinct regions for various classification and demonstrates 
missing class. Consequently, class attention mapping Ml is converted to class wise 
feature vector vl of W2 dimensions by vectorization.

3.3.3  Adagrad optimizer

To optimally adjust the hyperparameters of the CapsNet model, Adam optimizer is 
applied on it. Adagrad optimizer is a gradient oriented optimization technique which 
functions well for sparse gradient [22]. The process of selecting a set of ideal hyperpa-
rameters for learning algorithm is known as hyperparameter optimization or tuning. A 
hyperparameter is the value that is used to influence the learning process. Other factor, 
such as node weight is learnt simultaneously. It would automatically adjust the learn-
ing rate depending upon the variables. The fundamental formula utilized for parameter 
updation is given in Eq. (9)

where �t represents the variable at time t, � indicates the learning rate, gt denotes 
gradient estimation and ⊙ represents component wise multiplication.

(8)Ml = X ∗ wl,

(9)
𝜃t+1 = 𝜃t −

𝛼
�

𝜀 +
∑
g2t

⊙ gt
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3.4  Image classification

At the final stage, the SSO-CSAE method is used for performing the classification 
process where the class labels are allotted in an effective way.

3.4.1  Network structure of CSAE model

The Auto-Encoder (AE) unit includes an encoder as well as decoder. The encoding 
unit maps the input to hidden representation using deterministic non-linear function 
and the decoding unit reconstructs the input where the hidden representation is again 
mapped into the actual input space. For a provided dataset x(i) ∈ R

d, i = 1⋯N, the 
encoding unit will encode x(i) by z(i) = f

(
Wex

(i) + b
)
 . In this case, f (∙) is a compo-

nent wise non-linear activation function. We ∈ R
s×d and b ∈ Rs are the encoded 

weight matrices and biases, respectively. The code z(i) is later decoded using ∼x = 
f
(
Wdz

(i) + c
)
 , where Wd ∈ Rd×s denotes the weight matrix and c ∈ Rd indicates the 

bias of the decoding unit. Figure 3 demonstrates the architecture of CSAE.
The AE boosts ∼x to be closer to x(i) with a provided distance measure. Every indi-

vidual row of the weight matrices We links to a feature. For preventing the AE from 
learning disintegrated features, the associated weight matrix We = WT

d
 is promoted. 

Besides, a regularization term, (∙) is executed on the activation of hidden units for 
achieving features like sparse response [23]. Further, the regularized AE gets trained 
using the minimization of the loss function, as given in Eq. (10):

The classical AE can be extended to design CSAE for handling large sized 
images. Particularly, for the input image X ∈ R

m×n , the CSAE encodes it by using 
the convolution of the bank of filters We ∈ Rk×k×d , resultant to d response map. 

(10)

J = min
W,b,c

1

N

N∑

i=1

‖‖‖x̃
(i) − x(i)

‖‖‖
2

2
+ 𝜙

(
z(i)

)

= min
1

N

N∑

i=1

‖‖‖f
(
WT f

(
Wx(i) + b

)
+ c

)
− x(i)

‖‖‖
2

2
+ 𝜑

(
z(i)

)
.

Fig. 3  Structure of CSAE
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They are again passed via a component wise nonlinear transformation for generat-
ing the respective feature map Zi ∈ R

(m−k+1)×(n−k+1), where i = 1⋯ d . For obtaining 
sparse feature map, the CSAE sparsify the feature map by retaining the highest value 
and corresponding location in every local sub-region and next is the unpooling of 
map with the saved locations.

At last, the decoding unit outputs the reconstruction X̂ by convolution of 
the unpooled sparse feature map with filters bank Wd ∈ R

k×k×d . To achieve 
learning competence, the tied filters are employed in AEs, representing 
Wi = Wei = rot

(
Wdi, 180

)
 in CSAE. The CSAE training process can be defined as 

follows.

where,

where Ẑ(l)

i
 denotes i th sparsified feature map, f  is the component wise non-linear 

function, b and c are the encoding and decoding biases respectively. Gp,s(X) implies 
the sparsifying operator, it initially max-pools X with pooling‐size p and stride s and 
archives the position of the maximum values in every sub-region of X and then it 
unpools the map with values kept in the stored locations.

3.4.2  Parameter tuning using SSO algorithm

For optimal adjustment of the hyperparameters exist in the CSAE model, the SSO 
algorithm is employed to increase the classification accuracy. SSO is a metaheuristic 
approach, mainly depends upon the swarming nature of swallows. In total, eight dis-
tinct breeds of swallows are available. They encompass social life, migrates together 
and determine proper locations to rest, breed and feed. The swarming nature makes 
them immune to other birds’ attacks. A pair of swallows searches a broad region 
for finding food, whereas in collective living when one swallow identifies the food, 
soon the other swarms fly towards that region. They are highly intellectual birds. 
They fly rapidly and there exists robust communication among the members of the 
group [24]. They use distinct sounds in diverse scenarios (cautioning, seeking help, 
inviting for food, ready to breed). Initially, in every round, the population is arranged 
according to objective function values. Later, the succeeding parts are allocated:

1. Head leader (HL) is a particle with optimum value of objective function.
2. The local leader (LL) represents l particles which follows the HL based on the 

value of objective function
3. Drifting particle is denoted by k with reduced value of objective function

(11)J(W, b, c) = min
W,b,c

1

2

�L

l=1
‖X̂

(l)
− X(l)‖

2

F

(12)X̂
(l)
=
∑d

i=1
rot

(
Wi, 180

)
∗ Ẑ

(l)

i
+ ci

(13)Ẑ
(l)

i
= Gp,s

(
Z
(l)

i

)
= Gp,s

(
f
(
Wi ∗ X(l) + bi

))
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4. Explorer is the other particles.

In present round, HL does not move, performing as beacons for exploring parti-
cle, to the search space between adjacent head and LLs. The explorer particle can 
modify their locations by the following equation:

where �e represents explorer location, �HL indicates HL location, �LL represents loca-
tion of LL adjacent to the explorer, �besi

e
 indicates optimum location, V, VHL, and 

VLL indicates velocity vector of particle, velocity vector of particle moves to HL 
and velocity vector of particle moves to the adjacent LL respectively.

They decide not to choose the variables �HL, �HL, �LL and �LL that are utilized for 
computing the velocity vectors regarding local and HLs. This study demonstrates 
that the equivalent process might increase the execution time of this method without 
substantial enhancement of the outcome. In this process, all variables are fixed to 
one.

The equation for modifying the aimless particle location is changed due to its 
actual equation that could affect particles at the boundary of the search space that 
exceeds. This equation decreases the likelihood of its performance and enables the 
explorer particle to cause the performance of aimless particles. For changing the 
aimless particle’s location, the following equations are utilized.

where �O represents aimless particle location, �j denotes location of jth particle, N 
indicates overall number of particles from population and k represents aimless par-
ticles count. After the end criteria is encountered, this method provides the location 
of the HL as novel solution.

3.5  Statistical testing using ANOVA & Z test

The Central Limit Theorem claims that, as the number of observations increases, 
any distribution with finite variance will approach normality (that is, the mean will 
approach the midpoint of the distribution). In our study and estimation, the samples are 
assumed to be distributed naturally. Figuring out how people perceive their opinions 

�e(t + 1) = �e(t) + V(t + 1)

V(t + 1) = VHL(t + 1) + VLL(t + 1)

VHL(t + 1) = VHL(t) + rand(0,1)
(
�besi
e

(t) − �e(t)
)
+ rand(0,1)

(
�HL(t) − �e(t)

)

VLL(t + 1) = VLL(t) + rand(0,1)(�best
e

(t) − �e(t)) + rand(0,1)(�LL(t) − �e(t))

�O(t + 1) = rand(0.5,2).VSS,

VSS =

∑N−k

j=1
�
j
e(t)

N − k
,
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and contrasting the binary value distribution to the distribution of positive, negative, 
and neutral views (only positive & negative). The null hypothesis in this study means 
the positive and negative numbers are identical where Value = 1 or ’PASS’. Alternative 
hypothesis H1 describes that it is impossible to compare a positive number and a nega-
tive number. If value = 0 or ’FAIL’ was implied. The value of P is set to 0.5, indicat-
ing the value = 0 or ’FAIL’. These data are used in the Chi-Squared test. According to 
the hypothesis H0, opinions are equally true. Observed and expected are same where 
opinions have no value (biased). Expected and seen are different. Expected values are 
randomly produced simulated data, whereas observed values are the real data. Of the 
100 samples in Whole Data, 21 do not pass the test, 21 out of 100 people in Blue-
bottoms failed the test. The overall sample was found to have a majority likelihood of 
passing the Chi-squared test. Therefore, we agree to accept the null hypothesis defining 
zero variation. An analysis of variance (ANOVA) was performed to see if there is a 
significant difference on the data. The theory goes like this: The null hypothesis, which 
asserts that opinions are essentially identical, is stated as H0: Opinions are indistin-
guishable. Hypothesis H1: It is argued that people have diverse beliefs. All the samples 
were tested. The conclusion: Because F cal = 52.213 > F tab (0.05) (23.142) = 1.357, 
which is greater and rejects the null hypothesis and accepts the alternative hypothesis.

4  Performance validation

The skin lesion classification efficiency of the presented technique is validated against 
the benchmark skin lesion ISIC 2017 dataset [25]. The dataset holds images with 
dimensions of 640*480 pixels. The dataset comprises of images with distinct class 
labels such as Angioma, Nevus, Lentigo NOS, Solar Lentigo, Melanoma, Seborrheic 
Keratosis and Basal Cell Carcinoma (BCC) as shown in Fig. 4. The parameter setting 
of the presented technique is defined here: batch size: 148, number of epochs: 300, 
learning rate: 0.001, filter size: 32, kernel size: 3, number of hidden feature layer: 128 
and L2 normalization term: 0.001. A set of measures used to examine the performance 
are sensitivity, specificity, accuracy, precision and G-Measure. They are defined as 
follows.

(14)Sensitivity =
TP

TP + FN

(15)Specificity =
TN

TN + FP

(16)Accuracy =
TP + TN

TP + TN + FP + FN

(17)Precision =
TP

TP + FP
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where, TP, TN, FP and FN denote true positive, true negative, false positive and 
false negative respectively.

An illustration of the sample results attained by the DLCAL-SLDC model on the 
test images is presented in Fig. 5. From the figure, it is evident that the DLCAL-
SLDC model proficiently masked and segmented the lesion regions from the test 
dermoscopic images.

The confusion matrix generated by the DLCAL-SLDC model on the classifica-
tion of skin lesions is given in Fig. 6. The figure portrayed that the DLCAL-SLDC 

(18)G - measure =
√
Sensitivity × Precision

Fig. 4  Sample test images

Fig. 5  a Original images, b masked images, c segmented portions
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model has effectually categorized a collection of 19 images to Angioma, 42 images 
to Nevus, 38 images to Lentigo NOS, 65 images to Solar Lentigo, 49 images to 
Melanoma, 50 images to Seborrheic Keratosis and 35 images to BCC class respec-
tively. These values tells that the DLCAL-SLDC technique has effectually classified 
the images into distinct class labels.

A detailed skin lesion classification results of the DLCAL-SLDC model is pro-
vided in Table 1 and Figs. 7, 8. The table values demonstrates that the DLCAL-
SLDC model has obtained improved performance on the applied skin lesion 
images. From the obtained results, it ensures that the DLCAL-SLDC model has 
resulted in an effective classification of images under distinct class labels. For 
instance, the DLCAL-SLDC model has proficiently identified the Angioma class 

Fig. 6  Confusion matrix for proposed DLCAL-SLDC method

Table 1  Classification results of DLCAL-SLDC Model under different classes

Different classes Sensitivity Specificity Accuracy Precision G-measure

Angioma 0.905 0.997 0.990 0.950 0.927
Nevus 0.955 0.996 0.990 0.977 0.966
Lentigo NOS 0.950 0.996 0.990 0.974 0.962
Solar Lentigo 0.970 0.988 0.984 0.956 0.963
Melanoma 0.961 0.989 0.984 0.942 0.952
Seborrheic Keratosis 0.926 0.989 0.978 0.943 0.935
BCC 0.946 0.986 0.981 0.897 0.921
Average 0.945 0.991 0.985 0.949 0.946
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with 90.5% of sensitivity, 99.7% of specificity, 99.0% of accuracy, 95.0% of pre-
cision and 92.7% of G-measure. Followed by, the DLCAL-SLDC model has pro-
ficiently identified the Nevus class with 95.5% of sensitivity, 99.6% of specific-
ity, 99.0% of accuracy, 97.7% of precision and 96.6% of G-measure. Eventually, 
the DLCAL-SLDC model has proficiently identified the Lentigo NOS class with 
95.0% of sensitivity, 99.6% of specificity, 99.0% of accuracy, 97.4% of precision 
and 96.2% of G-measure. Meanwhile, the DLCAL-SLDC model has proficiently 
identified the Solar Lentigo class with 97.0% of sensitivity, 98.8% of specificity, 
98.4% of accuracy, 95.6% of precision and 96.3% of G-measure. Simultaneously, 
the DLCAL-SLDC model has proficiently identified the Melanoma class with 
96.1% of sensitivity, 98.9% of specificity, 98.4% of accuracy, 94.2% of precision 

Fig. 7  Result analysis of DLCAL-SLDC model

Fig. 8  Precision and G-measure analysis of DLCAL-SLDC model
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and G-measure of 95.2%. Concurrently, the DLCAL-SLDC model has profi-
ciently identified the Seborrheic Keratosis class with the sensitivity of 92.6%, 
specificity of 98.9%, accuracy of 97.8%, precision of 94.3% and G-measure of 
93.5%. At last, the DLCAL-SLDC model has proficiently identified the MCC 
class with the sensitivity of 94.6%, specificity of 98.6%, accuracy of 98.1%, pre-
cision of 89.7% and G-measure of 92.1%.  

To guarantee the superior classification performance of the DLCAL-SLDC 
model, a brief comparative result analysis takes place in Table 2 and Figs. 9, 10, 
11 [26, 27]. The results depict that the SVM technique has resulted in ineffective 
outcomes with a sensitivity of 73.2%, specificity of 75.4% and accuracy of 74.3%.

In Fig. 9, the high-level features model has attained slightly increased outcome 
with a sensitivity of 83.5%, specificity of 81.3% and accuracy of 81.1%. Followed 
by the Conv. NN model has demonstrated with improved result such as sensi-
tivity of 81.7%, specificity of 82.9% and accuracy of 82.4%. Besides, the DLN 
model has accomplished moderate efficiency with a sensitivity of 82%, specificity 

Table 2  Performance of 
DLCAL-SLDC with state of art 
models

Methods Sensitivity Specificity Accuracy

Proposed DLCAL-SLDC 94.50 99.10 98.50
DL-ANFC 93.40 98.70 97.90
Conv. NN 81.70 82.90 82.40
SVM 73.20 75.40 74.30
High level features 83.50 81.30 81.10
CDNN 82.50 97.50 93.40
DLN 82.00 97.80 93.20
ResNets 80.20 98.50 93.40
DCCN-GC 90.80 92.70 93.40

Fig. 9  Comparative analysis of DLCAL-SLDC model interms of sensitivity
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of 97.8% and accuracy of 93.2%. Finally the proposed DLCAL-SDLC model 
attained highest sensitivity of 94.50% than existing models.

Figures 10 and 11 shows the CDNN model has attained enhanced outcome with 
a sensitivity of 82.5%, specificity of 97.5% and accuracy of 93.4%. Furthermore, 
the ResNets model has tried to attain reasonable outcome with a sensitivity of 
80.2%, specificity of 98.5% and accuracy of 93.4%. Next, the DCCN-GC model has 
demonstrated nearly acceptable outcome with a sensitivity of 90.8%, specificity of 
92.7% and accuracy of 93.4%. Eventually, the DL-ANFC model has accomplished 
an optimal performance with sensitivity of 93.4%, specificity of 98.7% and accu-
racy of 97.9%. However, the presented DLCAL-SLDC technique has surpassed the 

Fig. 10  Comparative analysis of DLCAL-SLDC model interms of specificity

Fig. 11  Comparative accuracy analysis of DLCAL-SLDC model
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compared techniques by accomplishing a maximum sensitivity of 94.5%, specificity 
of 99.1% and accuracy of 98.5%.

By observing the aforementioned tables and figures, it is obviously clear that the 
DLCAL-SLDC technique has exhibited superior outcome over the other models, in 
recent times. The improved performance of the DLCAL-SLDC model is due to the 
inclusion of CAL, Adagrad optimizer and parameter tuning. Therefore, it is used 
as an appropriate tool for detecting and classifying skin lesions using dermoscopic 
images.

5  Conclusion

A novel DLCAL-SLDC model to detect and categorize the existence of skin lesions 
from dermoscopic images is developed in this paper. The DLCAL-SLDC model 
involves encompasses image preprocessing, Tsallis entropy based image segmenta-
tion, DLCAL based feature extraction and SSO-CSAE based classification. When 
the input dermoscopic images are pre-processed, the next step is to segment the 
lesion areas using Tsallis entropy technique. Then, the CapsNet model is applied 
as a feature extractor with inclusion of CAL and Adagrad optimizer. Though the 
extracted features from pre-trained CapsNet are at higher level and straightaway fed 
into the FC layer to generate multi-labelled prediction, it is impossible to learn the 
higher order probabilistic dependency by recurrent feeding with similar features. 
Hence, the CAL is utilized in CapsNet model for exploring features regarding every 
category. Finally, the SSO-CSAE model is used for performing the classification 
process where the class labels are allotted in an effectual way. The presented model 
attains maximum outcomes due to the inclusion of CAL, Adam optimizer and SSO 
based parameter optimization of the CSAE model. The proposed framework has 
accomplished promising results with 98.50% of accuracy, 94.5% of sensitivity and 
99.1% of specificity over existing models. In future, Skin cancer at early-stage detec-
tion techniques can be implemented using machine learning algorithm with opti-
mization model and the performance of the proposed model can also be tested on a 
large scale dataset and IoT enabled environment.
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Abstract: The minimisation of energy consumption has become an emerging topic in wireless sensor networks (WSNs) as
these networks enable a wealth of new applications. The internet of things (IoT) application is one of them and the current hype
around the IoT is huge. Therefore, the development of efficient communication protocols for WSNs is a major concern. In this
context, various research communities have triggered several optimisation techniques to provide energy-efficient solutions to
WSNs. This study aims to apply the genetic algorithm (GA) in WSNs clustering and to evaluate its performance over another
optimisation technique. The proposed protocol is analytically analysed and compared with a fuzzy logic (FL)-based routing
protocol and traditional routing protocol like LEACH and K-means using a Java-based custom simulator. Simulation results
show that there is a trade-off between GA-clustering and FL-clustering, but the overall performance of GA-clustering is very
promising for obtaining optimal energy consumption.

1 Introduction
Rapid growth in the field of internet of things (IoT) along with
wireless communication has led to the development of tiny, smart
sensor nodes those play a major role in implementing IoT. It
facilitates billions of devices to share the data by their sensing and
communicating capability. It seems like every day a new company
announces some IoT-enabled product. Wireless sensor network
(WSN) consists of hundreds or thousands of sensor nodes
organised in an ad hoc pattern to observe and interact with the
physical world. Each sensor node consists of four elements;
sensing unit, processing and storage unit, power supply and
transceivers. The sensing unit is responsible for measuring the
physical parameters in the real world such as temperature, pressure,
humidity, acoustic signal, vibrations, vehicular movements etc. [1].
These sensed values are handled by the processing unit and
forwarded to the base station (BS) through intermediate nodes
either by single-hop or multi-hop fashion. Energy consumption,
limited bandwidth and limited memory is the main challenging
issue in designing a protocol in WSN. Most of the time the sensor
networks are deployed in unattended terrain, where recharging and
replacement of battery is quite impossible. Despite of enormous

constraints, the applications of WSNs are huge in range that vary
from military surveillance to health-care monitoring, agriculture,
inventory control, industrial automation etc. The basic architectural
model of WSN is shown in Fig. 1. 

Many researchers have put their effort into designing routing
protocols for WSN since last decade and proved their energy
efficiency through simulation results [1–14]. Clustering-based
routing technique is one of these efficient techniques, where the
whole sensor network is partitioned into small size networks
(clusters) to resolve the scalability issue of the network. In these
networks, each cluster is controlled by an efficient node known as
cluster head (CH). Whenever any event occurs, all the sensor nodes
inside a cluster send the sensed data to the respective CHs. These
CHs aggregate the sensed data and send it to the BS either directly
or through the other CHs till it reaches the BS. The objective of the
clustered-based routing protocol (equal or unequal) is purely
application specific. However, the overall target is to minimise
energy conservation and to overcome hot spot problems. Some of
the added features which cannot be compromised are discussed
below.

• Scalability: sensor nodes are deployed in large numbers that
range from hundreds to thousands of nodes depending on the
requirement of the applications in real time scenario. When the
sensor nodes are large, clustered-based routing can only provide
scalability in large scale by dividing the sensor field into number
of levels and dividing each level into number of clusters.

• Data aggregation/fusion: data fusion occurs at BS level, but in
clustering-based algorithm local data fusion occurs at CH level
and global data fusion occurs at BS level.

• Load balancing: rotation of CH among all the sensor nodes is
required within a cluster in order to balance the network load.
Proper selection of CH must be taken care of to accomplish the
objectives.

• Fault tolerant: as sensor networks are deployed in an open
environment without human monitoring system, it must be
robust enough to handle the changes in physical properties of
ever-changing environment.

• Stable network topology: stable network topology is an essential
feature to minimise the energy consumption.

• Increased lifetime: energy conservation is the major concern in
WSN that directly lengthens the network lifetime. So, properFig. 1  Basic structure of WSN
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cluster formation and selection of efficient CH is an important
phenomenon in designing a routing protocol in WSN.

Motivation: In practical sensor field, it's hard to apply optimisation
techniques directly as it takes a long time to satisfy rapidly
evolving applications and requirements due to limited power
supply, low transmitting capacity, low data rate and short-range
communication. All these constraints in WSN affect the overall
performance of the network and restrict their future potential
utilisations to improve the system performance. In contrast, focus
on software aspects (design of energy-aware protocols, the
development of specific communication strategies or the
enhancement on existing protocols) can provide a quick solution
for performance optimisation by selecting a few performance
metrics. The commonly accepted methods of evaluating the above
solutions before deploying in real time scenario can be checked
through software modelling. It could be theoretical model and
simulation or real-world testbed experiments. Theoretical models
are faster to evaluate compared with software-based simulations,
but sometimes idealised and inaccurate for realistic conditions.
Therefore, simulation is considered as a more suitable trade-off
between efficiency and accuracy.

Further, real time and new proposed problems are going to be
more complex in terms of scalability and other aspects of non-
linearity. Increasing complexity of problems require more
information whereas fuzzy logic (FL) performs well by applying
linguistic rules without having the detailed knowledge of
controlled system. On the other hand, the optimisation techniques
like genetic algorithm (GA), the designer cannot regulate the
performance without acquiring the detailed information of the
proposed system. These two optimisation techniques are well
established and widely used in many areas of Science and
Engineering. So, the aim of this proposed work is to develop a GA-
based clustering algorithm for WSN and to compare the
performance with a FL-based clustering algorithm proposed in [15]
and to analyse the impact on WSNs. LEACH and K-means is also
taken as a reference as these algorithms are the basic building
blocks and provide a platform to design and improve the system
performance.

The rest of the study is structured as follows. Section 2 presents
an overview of the clustering techniques in WSN. Section 3
discusses the radio model and Section 4 presents the proposed
algorithm. The experimental results are discussed in Section 5
followed by concluding remark in Section 6.

2 Related work
This section discusses few clustered-based routing protocols where
the CHs are elected in rotation basis. We have selected few existing
algorithms from the current literature according to our choice of
interest to compare with the proposed GA-based clustering
algorithm.

2.1 Clustering techniques used in probabilistic model

LEACH [1] is the first hierarchical routing protocol that follows a
probabilistic model to elect the CH demanding that each sensor
gets equal chance to become a CH. It operates on two phases;
steady state phase and set-up phase. The steady state phase takes
care of nodes to form a cluster and the set-up phase allows the
nodes to transmit the data to the BS. Each node opts a random
number between 0 and 1. If the number lies below the threshold
value T(n), the node becomes the CH for the current round. The
threshold value T(n) is stated in (1).

T n =

p

1 − p ∗ r mod 1
p

, if n ∈ G

0, otherwise
(1)

r is the completed round, p is the probability of the nodes to
become CH, G is a set of nodes those have never got a chance to be
CH in the last 1/p rounds. Although LEACH provides support for

load balancing, still it has many drawbacks. One may refer [16, 17]
for more information. LEACH-C [2] is the modified version of
LEACH which elects the BS follows the principle of centralised
concept. Many clustering protocols with pros and cons have been
discussed in [3–8, 13]. In [18], a mathematical framework is
discussed for obtaining optimal number of clusters by considering
noisy WSN environment.

2.2 K-means clustering

K-means is an unsupervised learning algorithm, initially used for
data clustering proposed by MacQueen in 1967. It partitions the
data set into certain number of clusters using the Euclidian distance
mean, that maximises the intra-cluster similarities and minimising
the inter-cluster similarities. It generates arbitrarily k points (centre
of the clusters), k being the desired number of clusters. The
distance between each of the data points to each of the centres is
calculated and assigned each point to the closest centre. The centre
of the new cluster is calculated by the mean value of all data points
in the respective cluster. The distance between the data points is
calculated using Euclidean distance defined by (2) given below

E = ∑
i − 1

k

∑
x ∈ Ci

X − Xi
2 (2)

Few researchers [10–12] have proposed some clustering techniques
based on K-means or little variations of K-means clustering and
proved their efficiency. In our work, we have used the basic model
of K-means clustering as discussed in the above paragraph.

2.3 Fuzzy logic-based clustering protocol

The precise quantification of many system performance and
parameters is not always possible, not required also. In any system,
when the variables cannot be precisely computed, they are called as
fuzzy or uncertain. If the values are uncertain, probabilistic
distribution function may be used to quantify them. If the variables
are best described by the computational adjectives, fuzzy
membership functions are used to describe them. Few studies
discuss the application of FL in WSN routing [15–17, 19–21]. The
research in [15] discusses the advantages of T2FL (interval type)
over T1FL [17] clarifying that the membership degrees of T2FL
are themselves fuzzy set. So, we have considered [15] to compare
the performance of our proposed GA-based protocol. One may
refer [15] for the detailed information.

2.4 Genetic algorithm-based clustering protocol

GA is a bioinspired algorithm, mainly aims to provide near optimal
solutions for any computational problem. Many different
approaches are discussed in [14, 22–25] how GA could be
productive in clustering for WSN so that it can balance the load
among the sensor nodes to lengthen the network lifetime. This
section presents few GA-based routing protocols. In [14], a GA-
based routing approach is proposed in two-tiered sensor networks
that maximises the network lifetime by consuming optimal energy.
In [26], a flat based routing is discussed that uses MOGA [24] to
find paths in a WSN. Research in [22] shows an improved lifetime
of a multi-sensor networks through optimal traffic distribution
technique. The work of [23] focuses on GA that calculates the
fitness function on the basis of distance, hop count and energy and
is proved as energy efficient. The drawback of the proposed
algorithm is slow execution. In [25], the author has focused on
chain-based routing technique PEGASIS as basis and follows GA
procedure to build the chain instead of greedy algorithm. Even
though the proposed algorithm proves its efficiency in terms of
load balancing, residual energy and delay, it has few drawbacks.
Weights of the CHs are selected randomly. Each chain is built up
separately after clustering. In [27], the author has discussed a GA-
based clustering that increases the network lifetime over basic
LEACH and GCA, but the disadvantage of the algorithm is that
one must adjust the weight co-efficient every time to achieve better
performance.
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Even though several comprehensive studies on clustering are
demonstrated potentially, very few have discussed on dynamic
clustering using GA. We found that the clarity of GA steps
incorporating clustering in WSN is lagging in the current literature.
The absence of clarity inspired us to design a GA-based clustering
algorithm expecting that it can lead to optimal energy consumption.
The proposed protocol supports to form the cluster dynamically
and to select an efficient CH based on the highest residual energy
and lowest distance to BS. Further, as discussed above, many
studies discuss the efficiency of FL for optimal energy
consumption in WSN. So, out of curiosity, to check the
performance of both the optimisation techniques in WSN, we
proposed a routing technique based on GA. The following sections
describe the working principle of the proposed heuristic in detail.

3 Energy model analysis
The first order radio model referred from [19] is shown in Fig. 2. 
The total energy consumption to transmitlbits over a distance d
from a transmitter to receiver is given below

ETx l, d = ETx − elec l + ETx − amp l, d

=
l ∗ Eelec + l ∗ εfs ∗ d2 if d < d0;
l ∗ Eelec + l ∗ εmp ∗ d4 if d ≥ d0;

(3)

• Eelec denotes the energy dissipated per bit to run the transmitter
or the receiver circuit. It mostly depends on the parameters like
digital coding, modulation, filtering and spreading of the signal.

• εfs & εmp are the characteristics of the transmitter amplifier
where εfs is meant for free space and εmp meant for multipath.

When the threshold value d0 is greater than the distance between
transmitter and receiver, the free space model (d2 power loss) is
employed. Otherwise, the multipath fading channel model (d4

power loss) is used. Power amplifier can be adjusted appropriately
to invert this loss. The amount of energy consumption to receive l

bit of data and the threshold value which is the ratio of εfs & εmp  is
given in (4) and (5), respectively

ERx l = Eelec ∗ l (4)

d0 = εfs/εmp (5)

4 Proposed heuristic
Typically, the GA operators such as selection, crossover and
mutation process run till the new populations (offsprings) appear
like the initial population. Only then, it is concluded that the
second generation is formed entirely of new population and the
first generation is completely substituted.

4.1 System assumption for proposed heuristic

In our proposed model which is shown in Fig. 3, sensor nodes are
deployed randomly to observe the environment continuously. 

(i) All the sensor nodes are static.
(ii) BS is also static.
(iii) Network is considered as homogeneous such as all the sensor
nodes have initial equal energy.
(iv) Received signal strength is the indicator for measuring the
distance between sensor node and BS.

4.2 Procedure for GA clustering

/* for every round */
 Apply binary encoding to perform GA operation
  Apply GA to select koptimal CHs in each round.
 {Procedure for GA}

• Initialise the population
• Create the chromosome list through binary encoding)
• Randomly select few chromosomes
• Calculate the fitness function using (6)
• Perform the crossover and mutation operation to create new

population
• new population implies the offsprings)
• Create the cluster taking new population
• Select the CH from the new cluster based on the fitness value
• If more than one sensor node is selected as CH in the same

round (due to same energy level), one node can be selected as
CH based on lowest distance to BS

• Finally, the node is having higher energy and less distance to BS
is selected as CH in that round

/* for koptimal CHs */
 All CHs send the aggregated data to BS
/* end of for */
 BS gathers the aggregated data and takes a higher-level

decision
/* end of rounds */

4.3 Genetic algorithm model

The step by step operations of GA incorporated in our work are
given below. 

(i) Encoding: in our proposed work, we have considered binary
encoding justifying that the sensor nodes can be classified into two
categories; normal sensor node and CH node. Senor node can be
represented as a gene that implies (0) and CH can be represented as
a gene that tends to (1) to generate the chromosome.
(ii) Initial population: the length of the chromosome is decided
based upon the number of nodes. Here, we have considered the
length of chromosome as 6. So, (26 = 64) initial chromosomes can
be created. Fig. 4 shows the chromosome structures in detail.
Length of the chromosome can be increased to any number, but the

Fig. 2  Radio model
 

Fig. 3  Proposed model
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chromosome length is restricted to 6 here, due to space constraints
and easy explanations.
(iii) Evaluation of fitness function: in the proposed approach, the
fitness function of a chromosome in the population is calculated by
considering the ratio of the remaining energy to initial energy of a
sensor node as defined in

f t x = Er
Ei

(6)

Er = remaining energy of a sensor node after each round, Ei  = 
initial energy of a sensor node

(iv) Selection operator: in this work, Elitism selection method is
used. We have used probability density function for selecting the
node to be the CH as provided in 7.
(v) Crossover operation: crossover and mutation are the two basic
operators of GA. Fig. 4 shows the initial chromosome structure.
We have randomly selected six chromosomes to perform GA
operations. The fitness function is calculated using the formula
given in 6. Table 1 shows the initial population and calculated
fitness value without performing crossover. Fig. 5 shows the new
population after performing the crossover operation. We have
checked the result performing single point as well as multi point
crossover operation. The idea is to find an efficient CH, with the
probability of being one node as CH so that network load can be
properly distributed.
(vi) Mutation: to replicate the mutation operation in proposed GA
clustering, the mutation rate r is considered as 0.001, which is very
low. If r is 0.001, mutation probability in our case 0.001 × 512 = 
0.512. It looks like that a slight chance of mutation to occur in the
second generation. For sake of demonstration, we have mutated
one bit which is presented in Fig. 6.

Here, we select the chromosome that will be the CH based on
their fitness value, using the following probability.

P Chromosome i of being CH = f xi

∑m = 1
n f xm

(7)

For Instance; P C10   = 0.695/4.03 = 0.17

4.4 Description of proposed algorithm

The idea of incorporating GA in WSN routing is that GA can help
to formulate the optimal number of clusters and we can select an
efficient CH based on the fitness value. By doing so, it activates the
system to save some amount of energy that can directly lengthen
the network lifetime. The length of the chromosome is considered
as 9. So, 29 = 512 chromosomes are created as the initial population
using binary encoding. Out of 64 chromosomes, six chromosomes
are selected randomly for demonstration. After selecting the
chromosomes, crossover and mutation operations are performed to
create the new population. Single point crossover is considered to
create the new population for the sake of simplicity. The result is
shown in Figs. 5 and 6. Elitism selection method is used. Fitness
function is calculated based on the ratio of residual energy to initial
energy of a sensor node as defined in (6). Probability of being CH
is calculated using the formula stated in (7). In new population, the
node is having the highest residual energy is selected as CH.
Always there is a probability of more than one sensor node having
equal residual energy. To avoid this conflict, we have calculated the
distance to BS as given in (8). The selected CHs having more or
equal residual energy with minimal distance to the BS is selected
as CH.

Td = Td1 s − ch + Td2 ch − bs (8)

Td = total communication distance from sensor node to BS via CH,
Td1 s − ch   = distance from sensor node to CH, Td2 ch − bs   = 
distance from CH to BS

5 Performance evaluation
In this Section, we have discussed about the experimental set up
and simulation results of our proposed algorithm in detail.

5.1 Simulation settings

To check the validity of the proposed protocol, we have used a
Java-based custom simulator. The simulation parameters are
defined in Table 2. We have created a sensor field of 512 nodes
geographically placed at a terrain of 250 m × 250 m. For the sake
of clear demonstration, 500 nodes are taken for plotting the
simulation results. Packet size is considered as 4 bytes. We have
considered for 40 rounds. The duration of each round is 50 ms.

Fig. 4  Generation of initial population
 

Table 1 Fitness value without crossover
Sl. No Initial

population
(Node ID)
X value

Fitness value f(x) Prob. of
being CH

1 000001010 10 695/1000 = 0.695 0.17
2 000000110 6 5/1000 = 0.005 0.001
3 000010001 17 915/1000 = 0.915 0.22
4 000000111 7 695/1000 = 0.695 0.17
5 000011010 26 805/1000 = 0.805 0.19
6 000010011 19 915/1000 = 0.915 0.22

Sum = 4.03
 

Fig. 5  Creation of new population after crossover
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Uniform crossover is considered having crossover rate 0.5. After
extensive simulations, the new findings are plotted from Figs. 7–
12. 

5.2 Evaluation metrics

Few important metrics are chosen to evaluate the efficiency of the
proposed protocol which are discussed below.

• No. of data packets delivered to BS: this is the main parameter to
measure the performance of any type of communication
protocol. The aim of any routing protocol is to deliver maximum
number of data packets at the destination. So, the ratio of data
packets delivered to BS to the number of data packets sent by
the source node gives a measure of packet delivery ratio. Fig. 7
shows the comparison result of our proposed protocol with Type
2 FL (T2FL), LEACH and K-means clustering. As the

membership function of T2FL is itself fuzzy and contains a
range from 0 to 1, we have taken 0.2 for lower range and 0.7 for
upper range to measure the performance. It is evident from
Fig. 7 that the no. of data signals delivered to BS is more in GA-
clustering compared to T2FL clustering, LEACH and K-means.

• First node dies: it defines the time when the whole energy is
depleted in a sensor node. From our experiment, it is concluded
that the first node dies at 210 ms in LEACH, it happens at 275 
ms for K-means, at 300 ms in T2FL but it happens at 315 ms for
proposed GA-clustering. The results are plotted in Fig. 8.

• Half nodes die: it conveys the stable period of the sensor
network. In our experiment, half of the nodes die in LEACH
first (at 1100 ms), followed by K-means (at 1200 ms) and T2FL
clustering (at 1400 ms), but in GA- clustering 50% of nodes
sustain for >1700 ms as shown in Fig. 9. The unstable period of
a network starts after the death of 50% nodes. Slowly
performance of the network degrades.

• Average energy consumption: the average energy consumption
of these three protocols is plotted in Fig. 10. It is seen that
average energy consumption is more in LEACH, moderate in K-
means followed by T2FL clustering and GA-clustering. Even
though GA-clustering delivers a greater number of packets to
the BS compared to other discussed algorithms, the average
energy consumption is less in GA-clustering. It justifies that the
energy consumption takes place evenly among all the sensor
nodes and all over the network that leads the network to sustain
for longer period.

• Scalability: to solve the scalability issue, we increased the
number of nodes to 500 and we found that a greater number of
clusters are formed in T2FL initially, but as the time increases
better no. of clusters are formed in GA-clustering compared to

Fig. 6  Mutation operation
 

Table 2 Simulation parameters
number of sensor nodes 500
area of sensor field 250 m  ×  250 m
simulation time 2000 ms
transmission range 8 cm
data rate 64 bytes/s
packet size 4 bytes
initial energy of a sensor node 1000 J
initial energy of BS 10,00,000 J
population length 9
number of generations 20
number of rounds 40
crossover rate 0.5
crossover type single point
communication model bi-directional
 

Fig. 7  No. of data packets delivered to BS versus time
 

Fig. 8  First node dies over time
 

Fig. 9  Half nodes die over time (N/W stable period)
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T2FL, LEACH and K-means as shown in Fig. 11. The proposed
cluster formation algorithm ensures the extended network
lifetime with the increased node density.

• Network lifetime: it is the most essential parameter in WSN as
most of the time, WSNs are deployed in inaccessible terrain.

Network lifetime conveys up to what time the network sustains
to perform the network operation. The number of alive nodes
can give a measure for the sustainability of a network. After
extensive simulations, we found that 4% of nodes remain alive
in LEACH, 5% of nodes remain alive in K-means, 9% of nodes
remain alive in T2FL clustering, but 14% of nodes remain alive
in proposed GA-clustering. Fig. 12 presents the experimental
results.

6 Conclusion and future works
It has been proven through many studies that the hierarchical
routing protocols based on clustering provide a scalable routing
solution for larger WSN applications. In this study, we have
designed a routing protocol that obeys the principle of clustering
utilising the concept of the GA. GA is a bio-inspired algorithm
which provides a near-optimal solution when the search space is
huge. The step by step operations of the GA is incorporated in
WSN clustering and simulations have been carried out through a
Java-based simulator. The proposed GA-clustering algorithm
provides a promising result over LEACH, K-means and T2FL
clustering and preserves a longer network lifetime. It is expected
that the simulation results could provide a quick response to the
ever-growing challenges in real-world scenarios. Our future
research could be focused on multiple crossover points to find an
optimised path in view of solving multipath routing problems in
WSN.
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A B S T R A C T   

Energy conservation is the primary task in Wireless Sensor Networks (WSNs) as these tiny sensor nodes are the 
backbone of today’s Internet of Things (IoT) applications. These nodes rely exclusively on battery power to 
maneuver in hazardous environments. So, there is a requirement to study and design efficient, robust commu-
nication protocols to handle the challenges of the WSNs to make the network operational for a long time. 
Although traditional technologies solve many issues in WSNs, it may not derive an accurate mathematical model 
for predicting system behavior. So, some challenging tasks like routing, data fusion, localization, and object 
tracking are handled by low complexity mathematical models to define system behavior. In this paper, an effort 
has been made to provide a big outlook to the current “researchers” on machine learning techniques that have 
been employed to handle various issues in WSNs, and special attention has been given to routing problems.   

1. Introduction 

A WSN is a collection of a large number of sensor nodes, usually 
deployed in remote areas to monitor environmental parameters like 
temperature, humidity, moisture, etc. The sensor nodes are equipped 
with various types of sensors like acoustic, pressure, motion, image, 
chemical, weather, pressure, temperature, optical sensors, etc. Due to 
this diversity of sensor nodes, the applications of WSNs are huge in a 
range that starts with healthcare, military, defense, agriculture to our 
day to day life. Despite huge applications, WSN faces many typical 
challenges like limited energy sources, computational speed, memory, 
and limited communication bandwidth, making the sensor network 
degrade in performance and decreasing the network lifetime [1]. 
Developing different algorithms for different applications is quite a 
challenging task. In particular, the designer of WSNs must emphasize on 
various issues like data aggregation, clustering, routing, localization, 
fault detection, task scheduling, event tracking, etc. The various chal-
lenges and issues in WSNs are illustrated in Fig. 1. The complete 
description is given in section III. Among all the tasks, routing is one of 
the important tasks as major percentage of the energy consumption 
takes place while routing the data packet from the source node to the 
destination either through a single hop or multi-hop fashion. While 
routing the data, the sensor network designer must focus on all the 
sensor node’s energy consumption issues to keep the network operating 

for a long time. Every routing protocol has its own characteristics and 
specifications based on network applications and structure. 

Machine Learning (ML) is a part of Artificial Intelligence introduced 
in the late 1950s. Over the period, it evolved and moved towards al-
gorithms that could computationally feasible and robust enough to 
handle different problems like classifications, clustering, regression, and 
optimization in the field of medical, engineering, and computing. ML is 
one of the most exciting and influential technologies in today’s world. 
ML provides computer systems with the ability to learn automatically 
without human involvement and take action accordingly. It creates a 
model by analyzing complex data automatically, quickly, and accu-
rately. ML has the ability to learn from the generalized structure to 
provide a general solution to improve system performance. Because of 
the diversified applications, it is applied in various scientific fields of 
medical, engineering, and computing like manual data entry, automatic 
detection of spam, medical diagnosis, image recognition, data cleansing, 
noise reduction [144,145], etc. Recent studies prove that ML has been 
applied to solve many issues in WSNs. Applying ML in WSNs not only 
improves the system performance but also reduces the complex tasks 
like reprogramming, accessing the large amount of data manually, and 
extracting useful information from the data. So, ML techniques are 
extremely helpful for fetching large amounts of data and extract useful 
information [2–4]. For more clarity, the requirements of Machine 
Learning Techniques in WSNs are briefly explained in the below 
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paragraph. 

1.1. Requirements of Machine Learning Techniques in WSN  

(1) Energy Harvesting: It provides an advanced prediction of optimal 
energy consumption to be invested in performing a sensor 
network well in an energy-constrained environment.  

(2) Target area coverage problem: This is another problem in WSN 
where ML has been focused. For the target coverage problem, ML 
plays a major role in finding the optimal number of sensor nodes 
to cover the target area.  

(3) Localization Problem: WSNs are deployed under the water or any 
type of dangerous environment. The location of nodes might 
change due to external or internal factors. ML can help with ac-
curate localization.  

(4) Faulty node detection: It is assumed that sensor nodes are faulty 
most of the time. ML can help to detect the faulty sensor nodes 
and improve system performance.  

(5) Routing: Routing plays a significant role in improving network 
performance by forwarding the data packet in the proper direc-
tion. Different machine learning techniques are employed to 
handle the dynamics of routing mechanisms  

(6) Different Levels of data abstractions: The growing demand for WSN 
applications necessitate integrating WSNs with IoT, cyber- 
physical systems (CPS), machine to machine (M2M) communi-
cations, etc. So, intelligent decision-making systems must be 
developed that can be achieved through Machine Learning 
techniques. 

1.2. Limitations of Machine Learning in WSNs 

Despite several advantages of ML techniques, there are few limita-
tions of ML techniques to apply in WSNs. The reason is WSNs always 
operate in a constrained environment such as limited battery power, 
little memory, and limited computational capacity. Learning, by 
example, requires large data sets of samples. WSNs consume a sub-
stantial amount of energy while predicting an accurate hypothesis and 
extracting the features of data samples. So, the designer of WSNs must 
balance the trade-off between the algorithm’s computational complexity 
and learned model accuracy. 

1.3. Search Criteria Employed  

• First, good brands Journal like IEEE, Elsevier, and Springer with 
well-cited papers are chosen, where ML techniques are applied to 
WSNs. 

• Second, few good “international conference papers” with high cita-
tions are referred.  

• Third, we have excluded all other issues in WSNs and considered 
only routing issues solved by ML algorithms. It is nearly impossible to 
accommodate all the research papers w.r.t routing in a single review 

document. So, year-wise, few articles are selected, where critical 
routing issues are solved in WSNs. As per our knowledge, we have 
incorporated a considerable number of studies to develop a good 
survey paper. 

1.4. Our Contributions 

The survey in [126] focuses on Machine Learning techniques to solve 
various issues in WSNs, covers the period from 2002 to 2013, and the 
study in [137] covers the survey from 2014 to 2018. But, it is found from 
the existing research that most of the reviews focus on the overall issues 
in WSNs using ML techniques, and there is a lack of good survey 
explicitly presenting routing issues in WSNs by employing ML 
techniques.  

• In our survey, we have briefly discussed ML techniques used to solve 
the general problems in WSNs.  

• Further, we have highlighted the various issues in three categories 
that give a warm touch up for a better understanding of routing is-
sues in WSNs.  

• Finally, we have focused exclusively on routing issues in WSNs that 
have been solved by ML techniques covering the period up to 2020. 
In addition to this, we have discussed the advantages and limitations 
of ML-based routing in WSNs and discuss the open issues for future 
research. Our contribution has been illustrated in Fig. 2 

The rest of the paper is partitioned as follows. Section 2 gives an 
overview of machine learning techniques used in WSNs, and Section 3 
discusses the specific challenges of WSNs handled by Machine Learning 
techniques. Section 4 presents ML techniques used to solve routing 
problems in WSNs. Conclusion and Future Work is discussed in Section 
5. 

2. Machine learning techniques in WSNs: An brief overview 

In this section, we have given an overview of various machine 
learning techniques based on their learning behaviors for a better un-
derstanding of ML techniques in WSNs. Broadly, it can be classified into 
five categories based on their learning principles. These are listed as 
SUPERVISED, SEMI-SUPERVISED, UNSUPERVISED, REINFORCEMENT 
LEARNING TECHNIQUES, and EVOLUTIONARY COMPUTING ALGO-
RITHMS [5]. The overall classification of machine learning techniques 
in WSN is presented in Fig. 3. Further, the routing issues handled by 

WSNs Challenges 

Functional 
Challenges 

Security and 
Other Challenges 

Future 
Challenges 

Fig. 1. Classification of WSNs Challenges.  

ML Algorithms  In
WSNs

ML algorithms in
WSNs Challenges

ML algorithms in
WSNs routing

Advantages and
Limitations of ML
Algorithms in
WSNs Routing
Future directions

Remaining

52%

18%

18%

2%
4% 6%

Fig. 2. Contributions of the paper.  
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machine learning techniques are extracted from Fig. 3 and illustrated in 
Fig. 4. The complete description is given in Section IV for easy 
demonstration. 

2.1. Unsupervised learning 

Unsupervised learning is a training algorithm subset of AI that uses 
the information which is neither classified nor labeled and process 
without any human guidance. It can solve more complex problems than 
supervised learning. Unsupervised learning can figure out similar data 
and partition it into clusters with add on features to filter undesired data 

samples. Mostly unsupervised learning is used in WSNs to solve con-
nectivity problems[6], data aggregation, clustering, routing [7–10], and 
other issues like anomaly detection, etc. For example, K-means clus-
tering, hierarchical clustering, and fuzzy-c means are used for WSN 
clustering, and dimensionality reduction also comes under unsupervised 
learning that includes Principal component analysis (PCA), Independent 
Component Analysis (ICA), and Singular value decomposition (SVD). 

2.1.1. K-means clustering 
K-means clustering is an extremely popular and simplest algorithm 

that divides the data points into ‘k’ clusters or groups. A larger value of 

Fig. 3. Classification of Machine Learning techniques applied in WSN.  

Fig. 4. Routing issues in WSNs handled by ML Techniques.  
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‘k’ tends to smaller groups, whereas the smaller value of ‘k’ implies 
larger groups. In K-means, grouping in each cluster is identified by 
creating a centroid for that cluster. These centroids act as the heart of the 
clusters, which capture the points closest to them and include them in 
the cluster. The points are allocated to these clusters based on Euclidean 
distance to their centroids. The mean of every cluster is recomputed as 
new centroids, and the operation continues until the optimal cluster 
centroids are found. The K-Means follows the principle of minimized 
centroid as given in Eq. (2). K-means are mostly used in routing for 
selecting optimal cluster heads (CHs) in WSNs [7–9]. 

Ek− means =
1
C

∑c

k=1

∑

x∈Qk

‖x − Ck‖
2 (1)  

where C implies the number of clusters, Qk identifies the Kth cluster, Ck 
defines the centroid of cluster Qk. 

2.1.2. Hierarchical clustering 
In general, hierarchical clustering is meant for more massive data 

sets. Similar data objects form the cluster, and these clusters are ar-
ranged in hierarchical order either in a top-down or bottom-up 
approach. Hierarchical clustering is widely used in solving routing in 
WSNs, energy harvesting issues in WSNs. Hierarchical clustering is used 
to solve routing, data aggregation [11], routing, synchronization [12], 
mobile sink [13,14], and energy harvesting [15]. 

2.1.3. Principal Component Analysis (PCA) 
Large datasets are common in many applications and difficult to 

interpret. Principle component analysis (PCA) belongs to an unsuper-
vised learning algorithm that reduces the dimensionality of datasets, 
increases interpretability, and at the same time, preserves the data loss. 
PCA can compress the features, whereas K-Means can compress the data 
set. PCA can also be used to filter the noisy data. In WSN, PCA is applied 
at the individual node level, at the cluster head (CH) level to reduce the 
communication overheads. It also reduces the buffer overflow. Many 
algorithms have adopted PCA for different applications like localization 
[16], target tracking [20], data aggregation [17–19], and fault detection 
[21,22]. 

2.1.4. Singular Value Decomposition (SVD) 
Singular value decomposition (SVD) simply displays the interesting 

geometrical property of PCA. It has some beautiful algebraic features 
which can be applied theoretically and geometrically for linear trans-
formations in data science. It is also used in addressing routing [10] and 
data aggregation issues in WSNs [23]. 

2.1.5. Independent Component Analysis (ICA) 
Independent Component Analysis (ICA) is a modified version of PCA. 

ICA analyses the data from various sources like business intelligence, 
social networking, digital images and removes the higher-order de-
pendencies, which are not possible in PCA. 

2.1.6. Fuzzy-c-means 
Fuzzy-c-means clustering was developed in 1981 by Bezdek by 

employing a Fuzzy set theory [126]. This technique uses similarity 
measures such as intensity, connectivity, and distance to identify clus-
ters. This clustering technique produces a better result in finding optimal 
cluster centers compared to k-means clustering when the data sets are 
overlapped with each other. Usually, it is used in image segmentation, 
business intelligence, pattern recognition, bioinformatics, etc. Mostly it 
is used in WSNs to solve localization [25,26], mobile sink [27], and 
connectivity problems [28]. 

2.2. Supervised learning 

The term Supervised learning originates from the fact that the whole 

process is monitored by a supervisor. It is an influential tool to classify 
the data and process the data through machine learning languages. In a 
supervised learning algorithm, the training model comprises of known 
input datasets and known responses (output data). When new inputs are 
given, it maps an input to output based on the known input–output pairs. 
It is a very beneficial tool to solve classification and regression problems. 
For instance, Decision Trees, Neural Networks, Random Forest, Support 
Vector Machine (SVM), and k-nearest neighbor (K-NN) belong to su-
pervised learning [5]. The supervised learning algorithms have been 
efficiently applied to solve routing problems [29–36], localization 
problems [44–53], event detection problems [56], target tracking [55], 
and sensor fusion issues in WSNs [37–43]. 

2.2.1. Regression 
Regression techniques are primarily used for two purposes. One is for 

prediction, and the other is for forecasting. In some cases, the regression 
techniques are used to define the causal relationship between the 
dependent and independent variables, as expressed in Eq. (1). 

u = f (v)+ r (2)  

where u notifies the dependent variable, v implies the independent 
variable, f(v) builds up the relationship between u and v. r defines the 
error rate. To apply the regression technique for prediction and casual 
relationships, the designer must be careful to defend why the existing 
relationship has predictive power for a new-fangled context and how 
casual relationships can be defined. Many variations of regression 
techniques are used in the literature, such as regression with more 
predictive variables than observation, prediction variables measured 
with errors, and casual interference with regression, etc. Regression 
technique is used in WSNs to handle various issues like data aggregation 
[37,38], localization [44], connectivity issues [57,58], etc. 

2.2.2. Classification 
The classification algorithms learn from input data and use this 

learning to classify new data points. The classification algorithms may 
be a single class or multi-class algorithms. The algorithms like Artificial 
neural networks (ANN), support vector machine (SVM), and k nearest 
neighbor (K-NN), Bayesian learning, Random forest, decision trees 
efficiently solve different challenges and issues in WSNs. These are 
discussed in the following section briefly. 

2.2.2.1. Artificial Neural Networks (ANN). An artificial neural network 
(ANN) is a mathematical model that imitates the human brain for per-
forming the tasks. ANN is a huge collection of neurons that process the 
input data and produce the correct output. ANN consists of three layers 
called the input layer, one or more hidden layers, and the output layer. 
The input data is given to the input later and processed by the hidden 
layer using mathematical models, and the output layer produces accu-
rate outputs. The ANN has been applied in WSNs to solve various issues 
like routing [30,31,90,119–125], node localization [45,46], data ag-
gregation [39], congestion control [59,60], etc. 

2.2.2.2. Support Vector Machine (SVM). Support Vector Machine is a 
category of supervised ML technique that gives the best classification 
from a given data set by using a hyperplane by coordinating individual 
observations. SVM can solve both linear and no-linear problems and 
most suitable for large datasets. SVM is applied to WSNs to solve various 
issues like routing [33], localization [47,48], fault detection [22,61], 
congestion control [62], and connectivity issues [63]. 

2.2.2.3. K-Nearest Neighbor (k-NN). K-Nearest neighbor (k-NN) is one 
of the most popular, straight forward instance-based learning methods 
used to solve regression and classification problems. k-NN mostly con-
siders the distance between the given training sample and the test 
sample. The various distances like Hamming distance, Euclidean 
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distance, Manhattan distance and, Chebychev distance function are 
considered in k-NN. This method finds the missing samples from the 
featured space and decreases the dimensions. The k-NN has been applied 
for data aggregation [40] and anomaly detection [64] in WSN 
applications. 

2.2.2.4. Deep learning. Deep learning is a data learning method with a 
multi-layer perception that belongs to the ANN family. It mimics the 
communication and information processing systems of the human brain 
and processes the data for detecting objects, translating languages, 
recognizing speeches, and making decisions. Deep learning is used to 
handle many issues in WSNs like anomaly and fault detection, energy 
harvesting, data quality estimation, and routing [32]. 

2.2.2.5. Bayesian. Bayesian learning is a statistical learning approach, 
finds the relationship between the datasets by learning conditional in-
dependence from different statistical methods. Bayesian learning takes 
different prior probability functions and new information to determine 
posterior probabilities. If a set of inputs are represented by Y1, Y2, Y3… 
Yn, and returns, a label θ, the probability of p(θ) must be maximized. 
Several issues in WSNs such as routing [34–36], data localization 
[49–51], aggregation [41,42], fault detection, connectivity, and 
coverage problems [65] have been solved by Bayesian learning 
methods. 

2.2.2.6. Decision trees. Decision trees (DT) belongs to the supervised 
learning ML techniques that use sets of if then else rules to enhance the 
readability. DT contains two types of trees. One is the leaf node, and 
another is the decision nodes. DT predicts a class or target based on the 
decision rules and creates a training model inferred from training data. 
There are many advantages of decision trees like transparency, less 
ambiguity in decision making, and allows for a comprehensive analysis. 
Decision trees are applied in WSNs to handle various issues like con-
nectivity [66], data aggregation [43], mobile sink, etc. 

2.2.2.7. Random forest. Random Forest (RF) Algorithm is a supervised 
learning algorithm having a collection of trees, and each tree gives a 
classification. RF works on the two principles; first, it creates a forest 
classifier, then produces the results. RF works well for heterogeneous 
data with a vast number of data sets. RF is used in WSNs to solve 
problems like MAC protocols [67] and sensor network coverage [68]. 

2.3. Semi-supervised learning 

Any machine learning algorithm requires training data to learn from 
it. Semi-supervised learning uses both known and unknown data sets for 
training and predicts the output based on the trained data. In semi- 
supervised learning, the data is first clustered using unsupervised 
learning; later, the remaining data is labeled using supervised learning 
[5]. It’s relatively expensive to gather input and output pair training 
data in a semi-supervised learning algorithm in practical applications. 
Semi-supervised learning is applied in WSNs to solve various issues like 
data aggregation, localization [52,53], and fault detection in WSNs. 

2.4. Reinforcement learning 

Reinforcement Learning is one category of machine learning that 
learns from the environment in the absence of a training dataset. It tries 
to take suitable action to maximize the reward points according to the 
situation. The Q-learning and deep Q-learning is the example of rein-
forcement learning [5]. Reinforcement learning is used to solve routing 
issues efficiently in WSNs [54,127,138]. 

2.5. Evolutionary computing algorithms 

Evolutionary algorithms are a subcategory of artificial intelligence 
(AI) that uses a heuristic-based approach to solve problems that can not 
be solved by polynomial time. Evolution algorithms are motivated by 
nature and mostly used to solve optimization problems. These algo-
rithms include genetic algorithms, particle swarm optimization, ant 
colony optimization, etc. [5]. Evolutionary algorithms are used to 
handle various issues and challenges in WSNs efficiently [75–77]. 

3. Challenges in WSNs and machine learning techniques 

Usually, sensor nodes are deployed in hazardous environments 
where we leave the network run automatically without any human 
intervention. The designer of WSNs must consider the limited battery 
power, memory constraints, link failure, dynamic changes in topology 
(sometimes), and decentralized control. In this section, we discuss 
various challenges in Wireless Sensor Networks that are handled by 
machine learning techniques. We have classified WSN challenges into 3 
types. These are; (i) Functional challenges, (ii) Security and other 
challenges, (iii) Future challenges [126]. These challenges are discussed 
in each subsection, and we have extracted the features and represented 
them in a tabular form for the clarity of the demonstration. 

3.1. Functional challenges 

There are many challenges like Clustering and Data aggregation, 
event detection and query processing, energy harvesting, MAC man-
agement, Localization, Object tracking, Mobile sink, Congestion control, 
Coverage, and Connectivity, Routing issues handled by different ma-
chine learning algorithms in WSNs. All these challenges are categorized 
as functional challenges. Table 1 summarizes the functional challenges 
of WSNs. 

3.1.1. Clustering and data aggregation 
In large scale networks, it is a mandatory requirement in WSNs that 

the sensed data must be delivered to the sink node directly. Clustering 
can help to transmit the data directly to the sink node and saves a 
tremendous amount of energy. Efficient cluster head selection is another 
challenging task in clustering that leads to minimal energy consumption. 
CH collects the data from other sensor nodes within the cluster, performs 

Table 1 
Functional Challenges in WSN.  

SL. 
No 

WSN Challenges Machine learning 
technique 

Studies 

1 Clustering and data 
aggregation 

PCA [17–19] 
Regression [37,38] 

2 Event detection and 
Query Processing 

KNN [56,69] 
Deep learning [70] 
PCA [71] 

3 Energy harvesting Deep learning [72] 
Reinforcement 
learning 

[73,74] 

4 Coverage and 
Connectivity 

Fuzzy c means [28] 
Regression [57,58] 

5 Localization and 
Object Tracking 

ANN [45,46] 
SVM [47,48] 
Semi supervised [52,53] 

6 Mobile Sink Evolutionary 
algorithm 

[2,27,75–77,139,140,146] 

7 Congestion Control SVM [62] 
ANN [59,60] 
Reinforcement 
Learning 

[78,79] 

8 Routing ANN [119–125] 
Evolutionary 
algorithms 

[93–105] 

Fuzzy logic [106–118]  
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data aggregation, detects the faulty nodes, and removes the faulty nodes 
from the network [7–9,17–19,37,38]. 

3.1.2. Event detection and query processing 
Many applications of WSNs require that event should be detected 

around the moving objects and should be delivered to the user. 
Furthermore, the events occur at different locations and last for a longer 
period that is unknown in advance. WSNs can be monitored in three 
ways, such as event-driven, continuous, or query-driven. ML helps to 
provide effective query processing and solutions to query processing, to 
detect events, assess event validity with limited resource facility. 
Although event detection and query processing have taken huge atten-
tion from the research community [56,69–71], there is still a lack. It 
demands developing advanced event detection and query processing 
technique applying different machine learning techniques. 

3.1.3. Energy harvesting 
Energy harvesting has appeared as an alternative for providing 

sensor nodes power to operate for a longer time in an open environment. 
It is the process of transferring ambient energy to electrical energy. 
Several challenges might pose while successfully transporting energy 
harvesting technology into WSNs [15,72–74]. 

3.1.4. Localization and object tracking 
Localization is the process of locating the sensor node’s geographic 

position because most of the WSN application is based on location [45- 
48,52,53]. In large scale networks, it is hard to fix up the Global Posi-
tioning System (GPS) hardware in each sensor node as it is not finan-
cially feasible. Further, GPS does not support the indoor environment. 

3.1.5. Mobile sink 
In WSNs, sensor nodes collect the information and send the infor-

mation to the sink node either through a single-hop or multi-hop 
manner. The node near to BS becomes the bottleneck and creates a 
hotspot problem. So, the concept of Mobile sinks has been introduced in 
WSNs research. The mobile sink gathers the information by moving from 
one sensor node to the other. As it is difficult for a mobile sink to visit 
each sensor node, scheduling the mobile sink is a focused research issue. 
Instead of visiting all the sensor nodes, the mobile sink collects the in-
formation from Rendezvous points (RPs). Other sensor nodes send the 
information to RPs. Sometimes multiple mobile sinks are used to avoid 
delay, but it is too cost-effective. ML can help to find optimal RPs and 
avoid delays by using a mobile sink [2,27,75–77,139,140,146]. 

3.1.6. Congestion control 
Usually, congestion occurs only when the volume of information 

crosses the capacity of the communication channel. In the context of 
WSNs, congestion occurs when the communication channel transmits 
more data compared to the size of the bandwidth. Congestion affects the 
end to end delay, packet loss, QoS, and overall energy consumption. 
Mostly, congestion occurs at the node level or the link level. Congestion 
occurs at the node level due to the packet arrival rates, and Link level 
congestion occurs due to a lower bit error transmission rate between two 
nodes and collision. ML algorithms can estimate the traffic accurately, 
reduce the end to end delay, adjust the transmission range dynamically 
[59,60,62,78,79]. 

3.1.7. Coverage and connectivity 
Coverage and connectivity is a major issue in WSNs. Mostly, WSNs 

are deployed randomly or deterministically in a particular area. 
Coverage means how efficiently a sensor node monitors the specified 
area. Connectivity means a sensor node should be able to reach the BS 
station directly or through relay nodes. If the sensor nodes do not cover 
the area, there will be a gap in between nodes. ML can help to estimate 
the optimal number of sensors to cover the target area and dynamically 
change the routing path if any connectivity issue occurs [28,57,58]. 

3.1.8. Routing 
Routing is one of the primary issues in WSNs due to the diversified 

applications. ML helps to find an optimal route by consuming less energy 
while transmitting the packet from the source node to the sink node 
[93–125]. By doing so, it extends the network lifetime. The details are 
explained in a separate section (Section 4). 

3.2. Security and other challenges 

This section discusses the security and other challenges in WSNs in 
detail. These challenges include anomaly detection, QoS management 
techniques, Link quality management, resource allocation and task 
scheduling, fault detection, etc. For clarity of the demonstration, we 
have summarized in a tabular form, as shown in Table 2. 

3.2.1. Anomaly detection 
Anomaly detection is one of the significant concerns in WSNs. 

Anomalies in WSNs lead to an end to end delay, inaccurate sensor 
readings, transmission overheads, etc. So. various techniques have been 
developed to detect anomalies and to protect from multiple attacks such 
as black hole attack, gray hole attacks, wormhole attacks, and hybrid 
anomalies [80–84]. 

3.2.2. QoS management 
Quality of Service (QoS) ensures high priority in delivering real-time 

data to the destination. In the context of WSNs, it suffers from band-
width and energy constraints in the timely delivery of the data at the 
destination. Most of the time, it is assumed that sensor nodes are faulty. 
So, data aggregation, query processing, unbalanced traffic, data redun-
dancy, scalability, along with randomly deployed sensor nodes, poses 
enormous challenges to QoS requirements in WSNs [78,79]. The 
network-specific, as well as application-specific QoS requirements in 
WSNs, are well managed by ML techniques listed in [59,60] 

3.2.3. Link quality management 
Link quality estimation is an essential feature in WSNs as it depends 

upon the environmental parameters like signal quality, interference, etc. 
In [85,86], a metric map is developed to measure the link quality using 
supervised learning. This study uses received signal strength indicator 
(RSSI), communication channel load, buffer size, and forward–back-
ward probabilities. More such ML techniques must be investigated for 
accurate link quality measurement. 

3.2.4. Resource allocation and task scheduling 
Energy-saving is the major issue in WSNs. This goal can be achieved 

either by developing suitable communication protocols or monitoring 
the activities of sensor nodes. For instance, sensor nodes waste their 
energy by listening to other node’s transmission [87–89]. Such type of 
active operations can consume more energy. ML techniques can be 
configured in the sensor nodes to optimize resource allocation and 

Table 2 
Security and other Challenges in WSN.  

S. 
No 

WSN Challenges Machine learning 
technique 

References 

1 Security and anomaly detection Regression [80,81] 
SVM [82,83] 
Decision tree [84] 

2 QoS management Reinforcement Learning [78,79] 
ANN [59,60] 

3 Link Quality Management Matric-map [85,86] 
4 Resource allocation and task 

scheduling 
Fuzzy logic [87] 
Evolutionary Algorithm [88] 
ANN [89] 

5 Fault detection PCA [21,22] 
SVM [22,61] 
Bayesian [65]  
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power management, etc. 

3.2.5. Fault detection 
Usually, WSNs are deployed in hostile environments where the 

human attendant is not feasible. The fault in WSNs occurs due to several 
reasons such as battery failure, communication link failure, node failure, 
software failure, topology change, dynamic environment, etc. So, the 
detection of faulty nodes as well as other faults in WSNs is a quite 
challenging task. Several fault detection mechanisms are discussed in 
the literature [21,22]. The use of machine learning techniques in WSNs 
reduces the complexity and increases the accuracy [22,61,65]. 

3.3. Future challenges 

There are many challenges like comprehensive sensing, detecting 
data spatial and temporal correlation, proper resource management, 
distributed and adaptive machine learning techniques must be devel-
oped for in-network processing of data instead of exhausting the nodes 
for high computational tasks. We have referred to a few studies that 
discuss these issues [129–136] and summarized in Table 3. ML-based 
Data compression and dimensional techniques reduction can be used 
to compress the data instead of traditional compressed techniques to 
produce a better energy-saving scheme. Data correlation is an important 
issue that needs to be addressed in hierarchical clustering. Only one 
node must be active at a particular time in a cluster to monitor the 

cluster area to save energy. In WSNs, most of the time, sensor nodes 
exhaust energy by over listening to other nodes. The sensor nodes 
equipped with machine learning techniques can be able to manage the 
resources and power allocation schemes efficiently. 

To avoid large-size tables, out of many challenges and issues, we 
have selected a few significant problems and challenges that have been 
handled by ML techniques in WSNs and summarized in Table 4. Already 
previous sections present some hints about these issues, and the remark 
column of Table 4 describes the functionalities of each challenge. For 
example, Clustering and data aggregation [17] issues handled by ML 
techniques can improve the efficiency of the data aggregation process 
and prolongs the network lifetime. Similarly, ML-based localization and 
object tracking methods minimizes the error rate and improves the 
localization accuracy. Routing [24,102,117], Mobile sink 
[2,76,139,140], Security and anomaly detection [81,82], and QoS 
management [60,79] are the major issues that have been handled by ML 
techniques, and we limit the discussion here to avoid duplicity. 

4. Routing in WSNs using machine learning techniques 

This section discusses various machine learning techniques, how 
efficiently ML has been applied to handle WSNs routing. As the appli-
cations of machine learning are widely applied in different aspects of 
WSNs, in this section, we have focused on only the routing issues that 
have been handled by ML techniques. In WSNs, collecting sensed in-
formation, again extracting useful information from the gathered data, 
processing the data, delivering the data to the BS in an energy-efficient 
manner, and enhancing the network lifetime are the key issues. So, 
energy conservation is one of the critical design goals in WSNs, and 
routing protocols are the best-known solutions for energy conservation. 
Large scale networks undoubtedly present a large amount of data to be 
transmitted, processed, and received. It is nearly impossible to transfer 
all the data to the BS due to sensor limited constraints and bandwidth 
constraints. Opting machine learning techniques in routing can process a 
massive amount of data with less amount of time and provides accuracy. 
To handle these issues, many routing protocols are developed in the 
recent past. For the sake of simplicity, we have depicted the routing 
issues dealt with by ML techniques in Fig. 4 in section II, and we have 
demonstrated a basic routing example in Fig. 5. 

4.1. Advantages of ML techniques in WSNs routing 

The main advantages of ML-based routing are listed as follows.  

• ML does not require reprogramming due to the environmental 
changes.  

• ML also reduces communication overhead as well as delay.  
• ML also helps to select the optimal number of cluster heads in 

routing. 
• ML reduces the complexity of routing and satisfies the QoS re-

quirements using simple computational methods and classifiers. 

Table 3 
Future Challenges in WSN.  

SL. 
No 

WSN Challenges Machine learning 
technique 

References 

1 Compressive Sensing and Sparse 
Coding 

Bayesian, ICA, 
Dictionary Learning, 
SVD 

[135] 

2 Detection of data Spatial and 
Temporal Correlations 

Need to be explored [129,130] 

3 Distributed and Adaptive 
Machine Learning Techniques 

Need to be explored [131–134] 

4. Resource Management Need to be explored [136]  

Table 4 
Major issues and challenges in WSN handled by ML Techniques.  

SL. 
No 

WSN Challenges Machine learning 
technique 

Remarks 

1 Clustering and 
data aggregation 

PCA [17] Improved Data aggregation 
process 

Regression [38] Improved network lifetime 
2 Localization and 

Object Tracking 
SVM [48] Improved localization accuracy 
Semi-supervised  
[52] 

Minimized error rate 

3 Routing ANN [119] 
Evolutionary 

Reduced energy consumption 
of sensor nodes and prolong the 
network lifetime 

algorithms [102] Path optimization 
Fuzzy logic [117] Increased network lifetime 

4 Mobile Sink Evolutionary 
algorithms  
[2,76,139] 

Optimal mobile sink path 
selection 

[140] Optimizes communication 
distance, reduces energy 
consumption by avoiding long- 
distance communication, and 
reduced energy consumption 

5 Security and 
anomaly 
detection 

Regression [81] High detection rate 
SVM [82] Minimizes the complexity of 

training and testing phases 
6 QoS 

management 
Reinforcement 
learning [79] 

Achieved QoS by maintaining 
Reliable topology 

ANN [60] Achieved QoS by avoiding 
congestion  

User 
Sensor node Sink/Base 

Station 

Fig. 5. Example: Routing in WSNs.  
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4.2. Limitations of ML techniques in WSNs routing 

Despite many advantages, machine learning algorithms have few 
limitations for applying in WSNs routing.  

• A large amount of data consumes a large amount of energy while 
processing the data. So, there is always a trade-off between energy 
constraints and high computational complexities involved in ML 
techniques.  

• Again, the system’s performance depends upon the past data, which 
is quite tough to acquire in WSNs.  

• In a real-time scenario, validating the results through a machine 
learning algorithm is quite a difficult task. Sometimes, identifying 
machine learning algorithms to solve a particular routing issue is 
quite tricky. 

4.3. Data routing using ANN 

Artificial Neural Network (ANN) is an information processing system 
or computational model inspired by the biological structure of neurons. 
ANN is the basic building block of Artificial Intelligence and problem- 
solving that could be nearly impossible for a human. The human brain 
consists of billions of cells, and each cell is called a neuron. The inter-
connection of the number of neurons having self-learning capabilities 
produces better results by processing a large amount of data from the 
outside world. In general, ANN consists of three layers. These layers are:  

• Input layer  
• The intermediate layer (Hidden Layer)  
• Output layer 

The hidden layer can be a single layer or multiple layers that depend 
on the applications. The basic structure of the simplified ANN is depicted 
in Fig. 6. ANN involves a large number of processors operating in par-
allel and arranged hierarchically. The input layer processes raw data and 
passes it to the other layer. The hidden layers take the data from the 
preceding layer rather than the raw data and process it and send it to the 
next layer, similar to the optic nerves in human visual processing. 
Finally, the output layer produces the output. In [90] ELDC, a robust 
routing protocol is discussed based on ANN that trains the protocol using 
various parameters distance between the sensor nodes, CHs, residual 
energy, broader nodes, and base station. ELDC uses a backpropagation 
neural network (BPNN) to elect some reliable CHs that balance energy 
consumption and avoids data loss in WSNs. ANN operates on two types 
of learning procedures. One follows the principle of self-learning/ 
competitive learning, and another follows the corrective learning prin-
ciple. Self-Organizing Map (SOM) is the most widespread ANN model 
and belongs to a competitive learning model that means human 

intervention is not required during the learning process. It should have 
little knowledge about the physical characteristics of the input data. 

4.3.1. Self-Organizing Map (SOM) 
A Self-organising map (SOM) is one category of (ANN) which is 

trained by unsupervised learning to reduce the dimensionality (see 
Fig. 7). The SOM is developed by professor Kohonen in 1980 and 
recognized as Kohonen maps. The SOM is used mostly for clustering by 
grouping similar data points. SOM is widely used for solving routing 
problems in WSNs. 

In [119], the author has developed a routing protocol called Energy 
Based clustering Self Organisation map (EBCS) that uses energy level 
and coordinates of nodes as the parameters to find CHs. The EBCS forms 
energy balanced clusters that minimize the energy consumption of 
nodes by balancing the load in a network, which leads to network life-
time extension. In [120], the author uses a neural network to build 
efficient topologies in WSNs. These Efficient topologies make the rout-
ing procedure easier and reduce the energy consumption efficiently in 
WSNs. Authors of [121] use ANN for routing purposes. The main 
advantage of using ANN is to speed up the lookup table process. The size 
of the lookup table is not influenced by the decision of the speed such as 
where to send the packet next. The research in [122] presents an 
Adaptive Resonance Theory (ART) neural network for routing in WSNs. 
This work improves the lifetime of the network by using some mecha-
nisms that include minimum CH separation distance, a CH rotation 
system, ART1 based CH election, and load balancing cost functions. The 
research work in [123] has proposed an improved PEGASIS routing al-
gorithm based on neural network and ant colony algorithm. This pro-
tocol focuses on the neural network for CH selection based on the 
location, residual energy of node, and neighbor node to the base station. 
In [124], a solar energy prediction model is proposed based on neural 
networks and proved its energy efficiency. It is concluded that nodes 
having higher residual energy are having more robust energy harvesting 
capacity. 

An enhanced NN based RZ LEACH protocol is proposed in [125] that 
uses hybrid ACO/PSO based routing to enhance the network lifetime in 
WSNs. NN is used to emphasize the cluster head selection process. 

4.4. Bayesian-based routing 

Few Naïve Bayes routing protocols for WSNs are discussed in 
[34–36]. In [34], the research work focuses on the selection of CHs for 
routing and prolongs the network lifetime by reducing energy con-
sumption. Even Naïve Bayes has an additional property that ensures of 
adding and removing new features dynamically. In [35], a data 
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Fig. 6. A simple artificial neural network.  

Fig. 7. Example of SOM.  
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collection technique is discussed based on the Bayesian approach that 
emphasizes creating a projection vector in each reiteration of routing by 
incorporating a target node selection. A Bayesian learning method is 
used in [36] that is suitable for centralized as well as a decentralized 
infrastructure. This method also uses a scheduling approach to balance 
energy consumption. 

4.5. Data routing using K-means 

In [7], a well-known clustered based routing is discussed that finds 
the optimal number of clusters for WSNs routing. This routing protocol 
improves the packet delivery ratio (PDR), throughput, minimize energy 
consumption, and reduces communication overhead. In [8], the author 
discusses a protocol called as EECPK-means, takes a random initial 
center point, and finds the optimal center point in the cluster. The 
optimal number of CHs is found based on Euclidean distance and re-
sidual energy of the sensor nodes. EECPK-means follows a multi-hop 
path from CHs to BS by maintaining energy consumption uniformly 
and protects data loss. An efficient K-means (EKMT) is discussed in [9] 
that finds optimal cluster heads close to the member nodes of the cluster 
and sink node. This technique selects the CHs dynamically and enhances 
the network lifetime, reduces the delay, and produces better throughput. 

4.6. Routing using reinforcement learning 

In [138], the author has explored the applications of the Q-learning 
algorithm to solve multicast routing problems in wireless ad hoc net-
works through reliable resource allocation. In [127], the author has used 
unlicensed ultra-wideband (UWB) technology based on the principle of 
Q-learning [138] to enhance the performance in geographic-based 
routing. The sensor node energy and delay are used as the metrics to 
formulate the learning reward function in Reinforcement learning-based 
geographic routing protocol. In this routing protocol, UWB devices are 
fitted with the CHs to detect the locations of the nodes. Each node is 
equipped with a routing table that maintains the information about 
neighbour nodes to exchange the data by sending a simple “hello” 
messages and in this way the routing path is established. The main ad-
vantages of reinforcement learning are (i) it does not require global 
information to achieve acceptable routing solutions. (ii) the UWB 
communication operates on a constant frequency band (3.1–10.6 GHz) 
provided by the Federal Communications Commission (FCC) [128]. The 
author has discussed an enhanced geographic routing for WSNs called 
“Q-Probabilistic Routing” (Q-PR) that finds optimal paths by learning 
from the previous routing based on reinforcement learning and Bayesian 
decision model. 

4.7. Routing using computational evolution algorithm 

4.7.1. Genetic Algorithm (GA) 
Genetic Algorithm is a bio-inspired algorithm evolved from Charles 

Darwin’s theory of natural selection. Mainly, GA operates on the prin-
ciple of natural selection, where the fittest individuals are selected to 
reproduce offspring for the next generation. To generate new offspring, 
GA uses the following biological operators. The principle of GA is 
depicted in Fig. 8.  

• Selection operator  
• Crossover operator  
• Mutation operator 

Each generation consists of a set of populations, and each population 
is characterized by a set of parameters called genes. The size of the 
population can be selected based on a specific problem. The fitness 
function determines the fitness value of an individual that is the skill of 
an individual to compete with other individuals. The selection operation 
selects the fittest individual for the next generation. The two best fittest 
chromosomes are called parents. The parents are mated at a crossover 
point to produce new offspring. Some of the genes of the new offspring 
are muted with a low random probability, and the process continues till 
no new generation can be created. Various researchers have incorpo-
rated GA in WSNs to solve routing problems. In [93], GA is used to 
cluster the non-uniformly distributed nodes and select the cluster heads 
(CHs) among the clusters. The algorithm can also be used to restructure 
the clusters and cluster heads when geographic location changes or 
failure of CH occurs. In [94], the author has discussed a routing protocol 
for energy harvesting in WSNs. The main purpose of energy harvesting 
in WSNs is to maximize the operating environment of WSNs instead of 
maximizing the network lifetime why because the sensor nodes rely on 
the energy harvested from the environment rather than batteries. In 
[95], the author has introduced sensor mobility to minimize the distance 
between CHs and base stations. Obtaining this procedure, the author has 
proved the energy efficiency over the LEACH routing protocol. A 
Routing protocol for a two-tier sensor network based on GA is proposed 
in [96] that expands the network lifetime by reducing energy con-
sumption. The research in [97] discusses a flat-based routing protocol 
that finds an alternate path in a WSN using MOGA. The study in [98] 
presents a technique to improve the lifetime of a multi-sensor network 
using optimal traffic distribution. In [99], the work has been focused on 
distributed GA that proves its energy efficiency based on the required 
detection probability. In [100], the author has concentrated on the QoS 
parameters by using GA based technique. In [101], a GA based approach 
is used in routing for path optimization. The research in [102,103] focus 
on GA based techniques, where the emphasis is given on fitness function 
that is calculated based on two significant parameters distance and en-
ergy, and proved as energy efficient. In [146], the movement of the 
mobile sink is scheduled efficiently through genetic algorithm pro-
gramming to maximize the Wireless Sensor Network lifetime. 

4.7.2. Ant Colony Optimization (ACO)/Particle Swarm Optimization 
(PSO) 

The research work in [104] presents an efficient routing protocol 
that considers two metrics, such as the transmission range of a sensor 
node and data forwarding load. This research focuses on the clustering 
method based on particle swarm optimization. In [105], the research 
work also follows ant colony optimization (ACO) for routing the data 
packet considering various parameters such as transmission distance, 
residual energy and finds the shortest path from the source node to the 
destination by consuming minimal energy. 

4.8. Routing using support vector machine 

In [10], the author has used a shallow light tree (SLT) along with 
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Fig. 8. Basic Principle of Genetic Algorithm.  
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singular value decomposition (SVD) to route the data packet to the base 
station by considering an arbitrary topology. This network is most 
suitable for smart cities, specifically for health monitoring using IoT 
devices. But the drawback of this system is transmission overhead 

increases proportional to the increased number of sensor nodes. A secure 
cluster-based routing protocol is proposed in [33] that selects the CHs 
based on residual energy and distance and enhances network lifetime. 

Table 5 
Summary of SOM based Routing in WSNs.  

Studies Authors Criteria Network type SOM parameters Simulation 
Tool 

Performance metrics 

[119] Neda Enami et al. clustering Homogenous WSN with 
static sensor nodes 

Energy and coordinates of 
sensor nodes 

MATLAB First node dies, Half node dies, Last 
node dies, and Network coverage 

[120] Chiranjib Patra 
et al. 

Design of Energy 
efficient topologies 

WSN with random 
deployment of sensor 
nodes 

Coordinates of sensor nodes MATLAB Node usage frequency throughout the 
simulation 

[121] Michal Turčaník et 
al 

Designing routing table WSN with a mesh 
topology 

Node address and interface 
Status 

MATLAB Delay, No. of look up tables, and slices 

[122] Mohit Mittal and 
Krishna Kumar 

Network lifetime 
extension 

Homogenous WSNs with 
static sensor nodes 

Sensor node positions MATLAB Network lifetime and no. of 
transmitted packets 

[123] Tao Li et al. Optimal chain path and 
chain head selection 

Homogenous WSN with 
static sensor nodes 

Sensor node positions, 
energy, and number of 
neighbors 

NA NA 

[124] Junling Li, Danpu 
Liu 

CH selection Energy harvested WSN Residual energy and 
harvested energy of sensor 
nodes 

OMNeT++

4.5 
No. of awake nodes, Residual energy, 
and Throughput 

[125] Deepshikha et al. Network lifetime 
extension 

WSNs with mobile BS Energy, number of 
neighbors, distance 

MATLAB No. of dead nodes, Remaining energy, 
No of packets transmitted to CH and 
BS  

Table 6 
Summary of Evolutionary computing-based routing in WSNs.  

Studies Authors Criteria Network type Fitness function Simulation 
Tool 

Performance metrics 

[93] Zhou Ruyan et al. Selection of Cluster Head WSN with mobile 
sensor nodes 

Fitness function based on 
cluster centers 

NA NA 

[94] Yin Wu et al. CH selection and finding 
optimal routing path among 
each CHs 

WSN where sensor 
nodes are energy 
harvested 

Fitness function based on 
distance 

OMNET++ Packet loss and energy 
consumption 

[95] Omar Banimelhem et al. Mobility at the sensor nodes to 
reduce the distance between 
the sensor node and BS 

WSN with mobile 
sensor nodes 

Fitness based on distance MATLAB First node dies, half node dies, 
Last node dies, and Remaining 
energy 

[96] Ataul Bari et al. Finding optimal path among 
each relay nodes 

Two tired sensor 
networks 

Fitness function based on 
energy 

MATLAB Network lifetime 

[97] Srinivas N et al. Optimal Traffic distribution 
Technique 

sensor nodes and BS 
are static 

Fitness function based on 
distance 

NA Chi-square-like deviation form 
distribution 

[98] Y. Pan and X. Liu Detection Probability Multi-Sensor 
Network 

Fitness function based on 
network lifetime and 
throughput constraint 

NA Network lifetime extension 

[99] Q. Qiu et al.. Emphasis on QoS parameters Clustered WSN Fitness function based on 
remaining energy 

C++ based 
software 
program 

Network lifetime and Energy 

[100] Navrati Saxena et al.. Emphasis on QoS Parameters WSN with real-time 
data 

Fitness function based on 
distance 

NA Delay, Energy consumption, 
and Throughput 

[101] Jin. M. Zhou, and A.S. 
Wu 

Path optimization Clustered WSN Fitness function based on 
distance 

NA Clustering with Different BS 
positions and scalability 

[102] P. Nayak et. al Path Optimization Hierarchical sensor 
network 

Fitness function based on 
distance and energy 

NetSim 
Simulator 

Network lifetime and No of 
packets sent to BS 

[103] Veena Trivedi and P. 
Nayak 

Path Optimization MANET Fitness function based on 
energy and distance 

ns-2 Simulator Delay, Throughput, and PDR 

[104] P. Kulla, P.K. Jana Path Optimization (PSO) Homogenous WSN Fitness function based on 
transmission range and 
data forwarding load 

MATLAB Network lifetime, Energy 
consumption, Dead sensor 
nodes, and No of packets sent to 
BS 

[105] Y. Sun, W. Dong, Y. 
Chen 

Path Optimization (ACO) Static WSN Fitness function based on 
distance, energy, and 
transmission path 

NA Energy consumption and 
Network lifetime 

[141] M. Khabiri, A. Ghaffari Selecting optimal cluster 
heads (Cuckoo Optimization) 

WSN with static 
nodes 

Fitness function based on 
distance and energy 

MATLAB No. of alive nodes, Minimum 
energy consumption, and No. 
of packets sent to BS 

[142] S. Tabibi, A. Ghaffari Finding optimal rendezvous 
points (PSO) 

WSN with mobile 
sink 

Weight value based on the 
number of packets from 
another node 

MATLAB No. of hops, Packet Loss Ratio, 
Throughput, and Energy 
consumption 

[146] Jinghui Zhong, Zhixing 
Huang, Liang Feng, Wan 
Du, Ying Li 

Scheduling mobile sink 
movements 

WSN with mobile 
sink 

Fitness function based on 
training networks 

NA Average network lifetime and 
Average decision time  
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4.9. Fuzzy logic-based routing protocol 

The fuzzy logic (FL) was invented by Lotfi Zadeh at the University of 
California in 1965. Fuzzy logic computing is not designed for accurate 
reasoning rather than it is designed to predict the degree of truth instead 
of true or false. There are four modules in Fuzzy Logic to predict the 
system output. These are Fuzzifier, Fuzzy Rules, Fuzzy Inference Sys-
tems, and De-fuzzifications.  

• Fuzzifier: Initially, crisp inputs are given to the Fuzzifier. These crisp 
values are actual values taken from the sensors reading.  

• Fuzzy Rules: It is a set of rules like if-then-else conditions and used 
for decision making.  

• Fuzzy Inference System: By taking fuzzy inputs and rules from the 
rule base, the fuzzy output ID is produced by fuzzy inference systems. 

• De-fuzzification: It takes the input data from a fuzzy inference sys-
tem, processes it, and produces the fuzzy output value. 

In [106], the author has discussed a mobile base station using fuzzy 
logic. The routing with a dynamic base station is more complex 
compared to the static base station. In this paper, the lifetime of the 
network is enhanced compared to the static base station using a fuzzy 
controller. In [107], stable election protocol (SEP) is discussed based 
upon the FL control. The FL control optimizes the energy consumption 
required for node mobility, CH selection, and load balancing. The SEP 
protocol also uses weighted probability to select the cluster head and to 
form the cluster. A balanced energy consumption routing (BECR) is 
developed in [108] to enhance the network’s lifetime. The author has 
used fuzzy C means clustering to partition the nodes into the clusters, 
and the node, which is the center of the cluster acts as a CH. When the 
energy of a cluster head drops down, the fuzzy logic system selects the 

other node as cluster head on a rotation basis. The protocol in [109] 
called a CHEF protocol that selects CHs by considering two parameters, 
such as energy and proximity of distance. These parameters are taken as 
two fuzzy parameters and the node with higher energy and locally 
optimal node as elected as CH. Simulation results prove the efficiency of 
CHEF better than LEACH by 22.7%. 

The author in [110] focuses on three fuzzy metrics for CH selection 
that lead to enhancing network lifetime. These metrics are energy, 
concentration, and centrality. Still, the main drawbacks of this protocol 
are the lack of GPS receivers associated with the sensor nodes. There is 
an improvement over CHEF called F-MCHEL [111] that applies fuzzy 
rules based on energy and proximity of distance. A Master Cluster Head 
(MCH) is selected based on the highest residual energy among the CHs, 
gathers the data, and sends it to the base station. It is shown that F- 
MCHEL performs better as compared to LEACH and CHEF and brings 
network stability. In [117], an FL-based routing protocol is proposed 
that emphasizes on supercluster head (SCH) selection based on distance, 
energy, and centrality of CH and proves its energy efficiency. The 
research in [118] focuses on Type-2 Fuzzy Logic and extends the 
network lifetime. Many more protocols are discussed in the literature 
based on fuzzy logic [112–116], and we limit the discussion due to space 
constraints (see Tables 5–8). 

5. Conclusion and future work 

It is a proven fact that Wireless Sensor Networks are different from 
traditional networks in various aspects that demand the development of 
suitable communication protocols, localization techniques, data aggre-
gation methods, scheduling mechanisms, security, fault detection, and 
data integrity. Machine Learning techniques help to enhance the ability 
of WSNs to adopt the dynamics of the environment. Furthermore, 

Table 7 
Summary of Various Machine Learning Techniques in WSNs Routing.  

Sl. 
No 

Machine learning 
approach 

Studies Topology 
type 

Mode of operation Node 
Status 

QoS 
Status 

Network Performance Performance metrics 

1. ANN [90] Tree Centralized Static No Increases the data delivery ratio Network lifetime and Energy 
consumption 

[30] Tree Distributed Static Yes Balances the energy consumption 
and avoid data loss 

Network lifetime and PDR 

[31] Tree Distributed Mobile Yes Enhances Network Lifetime Network lifetime, Energy 
consumption, and Packet loss  

2. Deep Learning [32] Hybrid Centralized Mobile No Overcomes congestion, packet 
loss, and better power 
management 

PDR, Route discovery speed and 
Connectivity  

3. SVM [33] Hybrid Distributed Static No Extends Network Lifetime PDR, and Energy  

4. Game Theory [91] Hybrid Distributed Mobile yes Improves Network Lifetime Transmission cost 
[92]     Extends Network lifetime The First node dies, the Last node 

dies, Residual Energy, and No of 
packets sent to BS  

5. Bayesian [34] Tree Distributed Static No Balances energy consumption Number of alive nodes 
[35] Hybrid Centralized Static No Path Optimization Reconstruction error, Energy cost, 

and communication complexity 
[36] Hybrid Distributed, 

CentralizedBoth 
Mobile No Balances the energy consumption Energy Consumption w.r.t time  

6 K-Means [7] Hybrid Distributed Static Yes Better PDR, Throughput, 
minimization energy 
consumption, control traffic 
overhead 

Number of clusters, Delay, Packet 
Delivery Ratio, and Throughput 

[8] Tree Distributed Static No Avoids data loss, balances the 
energy consumption 

Network lifetime and Energy 
consumption 

[9] Hybrid Centralized Static No Improves throughput and avoids 
delay 

Throughput and delay  

7. SVD [10] Arbitrary Distributed Static No Suitable for IoT application Transmission cost  

8. Q-MAP multicast/ 
Reinforcement 
Learning 

[138] Flat Distributed Static No Reduces overhead of route 
searching 

No of packets sent, Packet delivery 
ratio, and Delay  
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battery power is the primary source of energy in WSNs and network 
lifetime depends on the energy consumption of an individual sensor 
node. This paper gives an overview, how various machine learning 
techniques are used in Wireless Sensor Networks to handle the typical 
challenges of WSNs to enhance the network lifetime while conserving 
significantly less amount of energy. Moreover, the focus has been given 
on machine learning techniques exclusively used in Wireless Sensor 
Network Routing. Keeping all these elements in mind, we have extracted 
a few major routing protocols from the ocean of the database present in 
the current literature. We are hopeful that it will provide some guide-
lines to the current researchers to carry out their research work in this 
emerging area. There are several issues still open and require further 
investigation in WSNs. Based on the review, many more new routing 
protocols can be proposed by incorporating the features of distributed 
machine learning techniques that can make the sensor network energy 
aware, delay aware, and flexible enough to handle the Sensor Network 
constraints and dynamics of environments. Few enthusiastic points are 
discussed here for future research.  

• Quality of Service (QoS): QoS is another aspect of WSNs that varies 
from one application to another depending on the sensor type, data 
type, data rate, traffic handing capability, and many more issues. In 
routing, addressing the QoS issues is quite a challenging task. Many 
real-time applications require timely delivery of data by tolerating 
the delay and latency. Satisfying the delay constraints, bandwidth 
constraints, and incorporating machine learning techniques to 
develop a routing protocol is quite exciting research.  

• Mobile Sink: Mobile sink is another aspect of WSN routing research. 
In large scale sensor networks, data is transmitted in a multi-hop 
manner to reach the destination. The node closer to the sink node 
gets depleted soon that is known as the energy hole problem. To 
avoid this problem, a mobile sink is introduced to collect the data 
from each sensor node. But unfortunately, the mobile sink can not 
visit each sensor node in an extensive sensor network. So, scheduling 
the mobile sink in a delay-aware manner and introducing multiple 
mobile sinks to cover an extensive network can be done by 
employing ML techniques.  

• Multipath Routing: Most of the exciting research shows that data is 
transmitted from a single source node to a single destination node 
and sensor nodes are static. When multiple source nodes and mul-
tiple destination nodes are involved in sending and receiving the 
data, the packet collision will occur definitely. ML techniques can be 
employed to handle this error.  

• Dynamic topology: Recent studies present most of the sensor nodes are 
static. The inclusion of mobility introduces their position changes in 
WSNs. Identifying the accurate position and handling the topology 
dynamics, there is a requirement to develop new protocols. There is 
no precise mechanism to select a particular ML algorithm that is 
suitable for a specific application. It is the designer’s responsibility to 
understand both the network structure and application and select 
appropriate ML techniques.  

• Hybrid ML Techniques: Although many ML techniques are addressed 
in this paper to solve the routing issues in WSNs [1–146], many ML 
techniques can be combined and applied to solve the routing issues in 
WSNs, that yet to be explored. 

Table 8 
Summary of Fuzzy Logic-based Routing in WSNs.  

Studies Authors Criteria Network type Fuzzy Parameters Simulation Tool Performance metrics 

[106] Abhijeet Alkesh 
et al. 

Moving BS strategy 
using fuzzy logic 

WSN with Mobile BS Fuzzy controller based on energy 
and distance 

MATLAB No. of active nodes w.r.t 
rounds 

[107] Mayank Mani, and 
Ajay K Sharma 

CH selection and node 
mobility 

WSN with Mobile BS Fuzzy controller based on Energy 
level, node density, and proximity to 
BS. 

MATLAB No. of alive nodes, PDR, and 
Remaining energy 

[108] Xin Zhao et al. Clustering and CH 
selection 

Homogenous WSN 
with static nodes 

Fuzzy logic based on energy, 
distance from a node to the center of 
the cluster, and density of node itself 

MATLAB First node dies, and Average 
energy consumption 

[109] J.-M. Kim et al. Selection of CH Homogenous WSN 
with static nodes 

Fuzzy if-Then rule based on energy, 
concentration, and centrality 

MATLAB No. of alive nodes and No. of 
clusters 

[110] I. Gupta et al. CH selection Homogenous WSN 
with static nodes 

Fuzzy controller based on energy, 
concentration, and centrality 

NRC fuzzy Java 
Expert System 
Shell (JESS) 

First node dies 

[111] Tripti Sharma, and 
Brijesh Kumar 

Master CH over CHs Homogenous WSN 
with static nodes 

Fuzzy inference system based on 
energy and proximity distance 

MATLAB No. of alive nodes, Energy, 
and No. of packets sent to BS 

[112] Vibha Nehra et al.. Leader selection in 
PEGASIS protocol 

Nodes are static and 
have power control 
capabilities 

A fuzzy system based on residual 
energy, and proximity to BS 

MATLAB No. of alive nodes, Energy 
and No. of packets sent to BS 

[113] Ge Ran et al.. CH selection Homogenous WSN 
with static nodes 

Mamdani’s inference system based 
on distance, node density, and 
battery level 

MATLAB Energy consumption w.r.t 
rounds 

[114] Hironori Ando 
et al.. 

CH selection Homogenous WSN 
with static nodes 

Fuzzy controller based on number of 
neighbors, energy, and cluster 
centroid 

ns-2 and MATLAB No. of alive nodes w.r.t time 

[115] Zohre Arabi Selection of CH and 
algorithm (EF-Tree, 
SID) 

Homogenous WSN 
with static nodes 

The fuzzy system based on energy 
and event 

MATLAB No. of alive nodes, PDR, 
Energy consumption, and 
Network traffic 

[116] Hoda Taheri et al. Clustering Homogenous WSN 
with static nodes 

The fuzzy logic system based on 
node degree and centrality 

MATLAB Energy consumption, 
Network lifetime, and 
Number of CH elections 

[117] Padmalaya Nayak, 
D. Anurag 

Super CH over CHs WSN with static nodes 
and with mobile BS 

The fuzzy system based on energy, 
mobility, and centrality 

ns-2 First node dies, Half node 
dies, Last node dies, and end 
to end delay 

[118] Padmalaya Nayak, 
V. Bhavani 

Clustering Homogenous WSN in 
which all nodes are 
static 

Type-2 fuzzy logic based on energy, 
distance to BS, and concentration 

NetSim Simulator First node dies, No of packets 
sent to BS, Energy 
consumption, and 
Throughput 

[143] Zeynab 
Mottaghinia and 
Ali Ghaffari 

Enhances PDR and 
Reduces data 
transmission overhead 

Mobile WSN Fuzzy system based on distance and 
energy 

NA Data delivery rate and Delay  
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Any new routing protocol can be experimented, and simulated 
through any type of open-source network simulators like ns-2, ns-3 
simulator, and Java-based simulator. Apart from this, many professional 
simulators like NetSim simulator, Qualnet simulator, OMNET++

simulator, etc., can be used for practical experimentation and validation. 
Moreover, MATLAB can also be used as the simulation tool, and many 
running codes of existing routing protocols are available in Github. One 
may refer [117] to the experimental set up of the ns-2 simulator and in- 
depth analysis of a routing protocol in WSNs. A communication protocol 
can be measured or analyzed through various network performance 
parameters like average energy consumption, end to end delay, packet 
reception ratio, throughput, link characterization, network lifetime, etc. 
It can be compared with the existing protocols to prove the superiority of 
the protocol. 
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Abstract: Network survivability has become a crucial
requirement in all types of computer networks. It becomes
even more significant for wavelength division multiplex
(WDM) mesh networks due to their high speed and ca-
pacity. These networks are prone to link failures. A link
failuremay be a single ormultiple link failure. A single-link
failure is easy to locate and fix as compared tomultiple link
failures. A dual-link failure recovery technique has been
proposed using p-cycles. This technique uses a replication
method for the p-cycle circle. It is an enhancement of the
original failure independent path protection p-cycle
scheme. The replica properties of p-cycle have been used to
protect the nodes through the same p-cycle available.
Creating a new p-cycle always adds to the cost of the
network, whereas using a replica of already existing p-cy-
cle significantly reduces the network cost. The proposed
technique is implemented using network simulator in three
phases.

Keywords: link failure; p-cycle; WDM mesh networks.

1 Introduction

Wavelength division multiplex (WDM) mesh networks
provide an inexpensive way to provide broadband internet
access. In a WDM mesh network, a single node is able to
communicate with multiple nodes using multiple data
flows in both directions. The WDM network relies on a
high-speed backhaul network, which is further composed
ofWDM routers. The primary use ofWDMmesh networks is
broadband internet access or mobile telephony back-
hauling. These networks can provide gateways for wired
internet and other WDM services. A typical WDM network

is shown in Figure 1. The network performance of a WDM
network may be optimized by using multiple radios [1, 2].

The survivability schemes may be proactive and reac-
tive in nature. Alternate routes are precalculated for a
proactive scheme, whereas the alternate routes are calcu-
lated after the actual fault occurs, in the case of the reactive
scheme. These schemesmay be classified as protection and
restoration schemes. These schemes may be used inde-
pendently or jointly tomake the networksmore survivable.
The decision to choose a proactive or reactive scheme de-
pends on various network parameters and the nature of
services. p-cycles are currently a genuinely understood
plan with numerous fascinating and appealing properties.
They can ensure proficient, quick and guaranteed recovery
against failures [3, 4, 5]. The remaining paper is divided as:
Section 2 presents the related work. The proposed method
is demonstrated in Section 3. Section 4 is about results
and discussion. Finally, the conclusion is presented in
Section 5.

2 Related work

A lot of research has been carried out regarding in network
survivability. There are many reasons for network failure,
so different survivability schemes are required to handle
these failures. In the present study, we are only concen-
trating on p-cycle based failure recovery in this section.
Schupke [6] has analyzed the dual-link failure restorability
using p-cycles. p-cycles were able to provide fast failure
recovery in WDM networks. The number of p-cycles
deployed and further survival of dual-link failures were
considered in a Pan-European network case study. Using
p-cycle protection, high capacity efficiency, and faster
protection switching was achieved. Yadav et al. [7] have
used intercycle switching (ICS) for network survivability.
An idle p-cycle was used to reduce the length of the p-cycle
restoration segment by using an idle p-cycle. An enhanced
ICS was also used to improve effectiveness.

Zhong and Zhang [8] investigated the performance of
flow p-cycle and optimal path pair based dual-source
protection approaches. The results have been analyzed for
source failure recovery. It was observed that the impor-
tance of source failure recovery is more as compared to the
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recovery of any other node or link. Singh [9] proposed a
method of double p-cycles to provide dual failures sur-
vivability. The system used to select the best route of
p-cycles on the occurrence of failure. The data on a failed
link was categorized as a high priority and low priority
data. The higher priority data packets were transmitted
using the shortest distance route of p-cycles, whereas
lower priority data packets were transmitted using longer
distance routes of p-cycles.

Onguetou and Grover [10] have investigated that two-
hop protecting segments were sufficient for the prevention
of single span and node failures. It was shown that a two-
hop protecting p-cycles was preferred as compared to span
and path protecting p-cycles for some network instances.
The two-hop p-cycle protecting approach has shown high
competitiveness over other p-cycle survivability schemes
in terms of simplicity of design and node failure restoration
capabilities. Liu et al. [11] proposed a p-cycle basedmethod
for segment protection. A multicast light tree was divided
into different segments. Multiple p-cycles were used to
protect various nodes, links, subtrees, and multicast tree
failures. The p-cycle protection performancewas evaluated
using the efficiency score of p-cycles. The p-cycle with the
highest efficiency score was selected as a multicast route
protection p-cycle.

Jaumard et al. [12] have proposed an enhanced p-cy-
cles scheme for survivability. It was called node p-cycles
(Np) scheme. It was different from the failure independent
path protecting (FIPP) p-cycle scheme. It provided almost
100%protection for single node failure. It has shown better
results in terms of capacity efficiency. Singh and Yadav [13]
proposed a partitioning based method to minimize the
length of restored paths. Network was partitioned into
different domains, and p-cycles were constructed domain
wise. The length of restored paths was reduced with this
method. Simulation results have shown that, restored path
length was reduced by 50% (approximately) for a network
that was partitioned into two domains. Further, if the

network was partitioned into four domains, the restored
path lengths were equal to that of working path lengths.

Das et al. [14] proposed a distance adaptive p-cycle
based multicast routing and spectrum allocation heuristic
approach. It addressed the single-link failure problem in
elastic optical networks. The problem considered was the
NP-Hard problem under a static environment, where the
requests are known in advance. The simulation has shown
better spectrum utilization. The results have shown quick
recovery as compared to a shared backup path protection
based approach. Choudhury et al. [15] have proposed a
protection approach and compared it with existing ap-
proaches. The results have been evaluated on elastic op-
tical networks with various network topologies. It was
observed that the p-cycle approach had performed better
as compared to the segment-based approach in terms of
spectrum utilization and resource utilization ratio.

A p-cycle based approach was proposed by Yue et al.
[16]. Integrated linear programming (ILP) models have
been developed to optimize spectrum utilization and pro-
tection in elastic optical networks. The results have sug-
gested that the p-cycle based approach has performed
better than the ring cover method for spare capacity effi-
ciency. It was shown that the p-cycle based approach has a
better chance of restoration as compared to the ring cover
method. Oliveira and Da-Fonseca [17] have presented
various algorithms to support the FIPP p-cycles protection.
These algorithms were evaluated on various topologies
with different network loads. Most of these have provided
100% protection for single failures. Some of them have
provided 100% protection for two simultaneous failures.
The p-cycle approach has the advantage of faster restora-
tion and high capacity efficiency. It was observed that re-
sults for p-cycle schemes were lower bound to the results
when adaptive modulation was employed.

The p-cycle techniquewas applied to the elastic optical
network for survivability by Yue et al. [18]. Two cases i.e.,
full spectrum conversion and no spectrum conversionwere

Figure 1: A typical wavelength division
multiplex (WDM) network.
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considered. ILP models were developed to minimize the
required protection capacity and used link spectra. It was
observed that the improvement is not too significant using
the spectrum conversion capability for the static traffic
scenario. Further, it was also shown that the p-cycle tech-
nique could achieve 20%better spare capacity redundancy
as compared to the ring cover technique. Lo et al. [19] have
provided a hybrid protection scheme. In this scheme,
interdomain links were protected using p-cycles, and FIPP
p-cycles were used to protect intradomain segments. The
cost-cutting was achieved through the decomposition of
the column generation ILP model.

Li et al. [20] have proposed a p-cycle based protection
scheme with cycle multiplexing and capacity balance. It
was used to protect the multicast services under a single-
link or node failure scenario. The classical Prim algorithm
was improved to generate optimized multicast light-trees.
The protection resources utilization was also improved.
Simulation results have shown a significant reduction in
redundancy and blocking probability. Zou et al. [21] pro-
posed methods for selecting p-cycles for link protection
and FIPP to survive against single-link failures. Two eval-
uation metrics namely, individual p-cycle cost and set of
cycles cost were calculated and analyzed. Further, two
algorithms were proposed: Traffic Independent P-cycle
Selection and Traffic-Oriented P-cycle Selection based
upon the requirement of traffic information.

Mirzaeinia et al. [22] proposed a Min-Edge P-cycle
approach for network protection. The proposed approach
has used an iterative algorithm. This algorithm used the
minimum-weight edge in each iteration for protection. It has
significantly reduced the processing time of computing
P-cycles in large scale optical, server-centric networks. Guo
et al. [23] proposed a genetic p-cycle combination protection
strategy, which was based on an improved genetic algo-
rithm (IGA) for elastic optical networks. In the proposed
strategy, an IGA was devised to optimize the basic cycles.
This strategy has reduced the bandwidth blocking proba-
bility and improved the spectrum resource utilization.

3 Proposed method

It is clear from the above literature that a lot of research has
been done on p-cycle survivability. Still, some areas need
attention for improvement. We have proposed a surviv-
ability method to achieve better network survivability. The
proposed method is an enhancement of the original FIPP
p-cycle scheme. This method has optimized the existing

p-cycles for dual-link failure using the replica method. It
has been implemented in three phases:

1st Phase: This phase covers the study of existing node
p-cycle implementation, including simulation of global
traffic in accordance with a country traces so that the sce-
nario given can be simulated [19].

2nd Phase: After the simulation of node p-cycle, a
dual-link connection has been created. Further p-cycle is
also created on it so that a dual-link failure can be
shown.

3rd Phase: A new p-cycle is created with a cost, but it
may be replicated without any additional cost. We have
applied the p-cycle replica, which hasn’t added any addi-
tional cost in terms of creation and defining the new
p-cycle. We have used replica properties of the p-cycle
policy, process communication, and protection of nodes
through the same p-cycle available. A newly built p-cycle
needs additional resource list, which could include new
policy according to nodes and area, weighing information
of cycle and listing of the cycle with updating all tables of
p-cycle throughout the network.

This process uses to take whole new resources and add
up the cost to the overall network. But the addition of
replica only added up in the network and updated the
network without adding any weighing information, new
policy creation and listing of the cycle. These things are
already taken care of by the primary p-cycle fromwhich we
have created a p-cycle replica. Parameters like dual-link
failure restorability have been used for evaluation. The
whole process to recover fromdual-link failurewith p-cycle
replica can be illustrated using flow chart as shown in
Figure 2:

The steps of the flowchart are as follow:
(1) The multicast request is received at the ingress point.
(2) The wavelengths are assigned, and the request is

routed on the tree.
(3) This multicast request is protected with the available

existing p-cycle.
(4) In the case of unavailability of the existing p-cycle,

there is link finding and node of the new request tree.
Then configure p-cycles using the dual-link failure
recovery method.

(5) If the configuration of dual-link recovery is failed, then
the request is blocked. Now the whole process is
repeated from the initial point.

(6) If the configuration of p-cycles using the dual-link re-
covery method is successful, then the request to
recover from dual failure is forwarded to the p-cycle
replica.
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4 Results and discussions

The results of the proposed technique have been obtained
using Network Simulator, version 2. WDM mesh networks
are used on the Ubuntu operating system for simulation.
The Ubuntu operating system is an open-source operating
system that provides tool command language. It is very
convenient and suitable for coding and programming of
network simulator. The network field is used as the logical
areawith different nodes acting asWDMmeshnodeswith a
clustered view. The pre-deployment ofWDMmesh nodes is
carried out, and then traffic is implemented on the network
field. After this process, the predefined asymmetric keys
are distributed to all wireless mesh nodes. The key distri-
bution provides public encryption to the deployed
network. It is a basic requirement for WDM p-cycle
functioning.

The energy of the nodes is fixedmanually, and it is kept
equal initially. The simulation generates five points (used
for limiting the simulation nodes for experimentation pur-
pose) in the range of 10,000 × 10,000 m plane randomly.
The coordinates for the base station is decided. The residual
energy of nodes is considered for the selection of cluster
heads. The nodes having higher residual energy are candi-
dates for cluster head selection. A node having the highest
residual energy is selected as a cluster head.A receive signal
strength identifier is used to fetch cluster head and cluster
information. Thus a secure p-cycle scheme is generated,
where thebase station is providinguniqueencrypted keys to
the selected cluster head. These keys are regenerated by the
base station after a particular time interval with fetching of
history information from the nodes which use to store
p-cycle communication. The various parameters which are
used in experimentation are shown in Table 1 below:

Figure 2: Flowchart for the proposed method.
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These bits, store the intermediate information of whole
network processes in term of traffic traveling through
p-cycle. Finally, various results are obtained using various
network parameters such as capacity redundancy, dual-
link failure restorability, and number of p-cycles. The re-
sults are obtained and comparedwith existingmethods [12,
24] based on the simulation results of the WDM mesh
network for dual-link failure. The results obtained for these
parameters are discussed below.

4.1 Capacity redundancy

Additional spare capacity is required for node protection as
compared to link protection by the p-cycles for anynetwork
instance. Minimum length paths are computed as working
paths subject to the condition that there exists at least one
potential protection path that is link and node disjoint with
the working path.

The results for capacity redundancy are shown in
Figure 3 and Table 2. In Figure 3, X-axis represents the

p-cycle length, and Y-axis represents the percentage of
redundancy. It is observed that the capacity redundancy of
the proposedwork is quite low as compared to the previous
Np-cycle communication. It indicates thatmore bandwidth
is required for node Np-cycle to provide 100% protection
against single-link and node failures as compared to the
proposed method. Table 2 represents the detailed view of
the results obtained for capacity redundancy for different
p-cycle path lengths. It is observed that the value of ca-
pacity redundancy is decreased with an increase in path
length. The proposed scheme is providing better perfor-
mance as compare to the Np-cycle scheme.

Table : Parameters used for the experimentation.

Parameters Value

Simulation time  s
No of subnets  logical subnets
No of nodes per autonomous system 

Traffic model Optical
Pause time  s
Speed  Gbps
Number of sources 

Network diameter  hops/km
Demands working cost 

Node degree 

Link length 

Figure 3: Results for capacity redundancy.

Table : Capacity redundancy percentage with variation in p-cycle
length.

Np-cycle
scheme

Proposed scheme

Capacity redundancy percentage
(p-cycle length = )

 

Capacity redundancy percentage
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Capacity redundancy percentage
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Capacity redundancy percentage
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4.2 Dual-link restorability

Dual-link restorability is the parameter to provide an exact
view of the recovery of p-cycles in dual-link communica-
tion inWDMmesh networks. The protection schemes w.r.t.
to dual-link failure restoration ratio are compared, which
are represented as dual-link recovery ratio over various
network instances. The X-axis represents the p-cycle length
for communication, and Y-axis represents the recovery
communicated per second. These results are shown in
Figures 4 and 5 and Tables 3 and 4. It is clear from the
results that recovery in our proposed method is better than
the previous method. The proposed method provides long
term advantage with 75% of total p-cycle length.

Recovery reaches a high of 84% as compared to 74% in the
Np-cycle scheme.

5 Conclusions

In this paper, an enhanced p-cycle technique has been
proposed for dual-link failure. It is an enhancement of the
original FIPP p-cycle scheme. The p-cycle replica of the
existing p-cycle is used for survivability rather than
creating a new p-cycle. As a new p-cycle is not used for
recovery, so number of total p-cycles required has
decreased. It reduced the overall network cost signifi-
cantly. Moreover, the overhead to manage additional
p-cycles was also avoided. The simulation results are

Figure 4: Results for dual-link restorability.

Figure 5: Comparison of the proposed
schemewith the existing technique in term
of number of p-cycles.
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obtained for various parameters, such as capacity redun-
dancy, dual-link failure restorability, and number of
p-cycles of WDM mesh networks. The results have shown
significant improvements as compared to the existing
methods.
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A B S T R A C T   

The economy, national safety, and health care are tremendously dependent on the faithful supply of power. The 
communication technology integration and sensors in power systems have been authorized as a smart grid (SG) 
that is revolutionizing the model of power generation, distribution, monitoring, and control. To know the Smart 
Grid compatibility, many problems are required to be directed. The safety of the smart grid is the most chal-
lenging function and very crucial difficulties. This paper proposed, a safe demand-side management machine 
deploying machine learning for the Internet of Things authorized phase is recommended. The propounded 
demand-side management (DSM) machine protects the effective energy use based on their preferences. A 
particular flexibility sample was proposed to manage incursion into the smart grid. Anelastic agent prognosti-
cates swindling companies, the ML classifiers are utilized. Promoted power management and intermediate 
control companies are recommended for processing power data to improve energy usage. The proposed project’s 
effective simulation is implemented to examine the efficiency. The outcome of the analysis discloses that the 
planned demand-side management (DSM) machine is less susceptible to the incursion and it is sufficient to 
decrease the smart grid’s energy consumption.   

1. Introduction 

In today’s internet, IoT is the upcoming stride development. Where 
nodes, communication sets the objects, or things, and computational 
abilities [1-2]. Internet of Things (IoT) gadgets can integrate seamlessly 
with the network at different stages [3]. Internet of Things (IoT) gives 
the basement for Smart City supports for instance Smart Health, Smart 
Transport, Smart Home, SG, and Smart Tracking, etc. One of IoT’s 
largest systems is the Smart Grid, which is nothing more than a regular 
grid magnified by a combination of naturally replenished renewable 
sources of power and large-scale information and communication 
technologies [4-5]. The smart devices based on IoT can be embedded 
with the SG in all key areas for example manufacturing, communica-
tions, delivery, and application [6]. The energy needs of this hundredth 
of years are increasing most rapidly because of population density 

extensions on the communities. The national economy, national secu-
rity, and the health care of communities rely tremendously upon journal 
front-end sources for reliable and flexible power supply. Regular power 
grids, which are stable and ineffective to meet the requests of the 
customer. SG is the upcoming generation of the grid. The SG can make 
the upcoming generation’s better performances of citizens and create it 
stable as SG’s customer become more spirited and participated in the 
system. By the preferences and request system forms [7]. Therefore, 
different countries have initiated accepting SG helps to improve com-
munities. The conventional network market is public and brought 
together, where the SG market is decentralized and rises above limits. 
Constant correspondence is fundamental to the SG and IoT joining can 
maintain it. 

The SG is more effective, when compared with the conventional 
griddle to production, market, exchange, distribution, and consumer 

* Corresponding author. 
E-mail address: chmksharma@yahoo.com (Ch.M. Rao).  

Contents lists available at ScienceDirect 

Microprocessors and Microsystems 

journal homepage: www.elsevier.com/locate/micpro 

https://doi.org/10.1016/j.micpro.2021.103954 
Received 22 November 2020; Received in revised form 4 January 2021; Accepted 8 January 2021   

mailto:chmksharma@yahoo.com
www.sciencedirect.com/science/journal/01419331
https://www.elsevier.com/locate/micpro
https://doi.org/10.1016/j.micpro.2021.103954
https://doi.org/10.1016/j.micpro.2021.103954
https://doi.org/10.1016/j.micpro.2021.103954
http://crossmark.crossref.org/dialog/?doi=10.1016/j.micpro.2021.103954&domain=pdf


Microprocessors and Microsystems 83 (2021) 103954

2

[8]. In the classical phase, there are fewer power plants, in the smart 
phase, there are plenty of smaller power generators. Traditional phase 
transference is dependent on the high energy connections and conduit, 
where the SG in that small scale transmission and regional distribution 
repayment, it creates the smart phase highly effective when compared to 
the conventional grid. The SG consumers are highly active and partici-
pated in the organization, which is in the form of priorities and de-
mands. The conventional grid marketing is national and centralized, 
where the smart grid market is decentralized and transcends boundaries. 
Consider there is an important framework because it includes a billion 
Sensors, Smart meters, smart devices, and more communication sys-
tems, private or public [9].To understand the SG compatibility, many 
problems necessity was considered prior it can be realized [10]. Security 
in stress issues is very serious and a great challenge to the SG [11]. The 
malicious outbreak on the grid can have a major impact on the reliability 
of the comprehensive architecture of the smart grid [12-13]. Even a 
specific SG node is acknowledged, making the whole grid is vulnerable. 
The cyber-attack causes the closing of whole grids, which can damage 
devices in offices, houses, and hospitals, and also it can paralyze the 
whole city and cause severe financial losses [14-15]. Thus, safety is 
taken as one of the most important characteristics previously using 
high-scale IoT-enabled SG. this was included but these are minimized to 
inaccurate information injection, information theft, internal attacks, 
DoS attacks, power theft, and malware. Nowadays, providing security in 
the smart phase is a sophisticated task [16-17]. Protected multi-party 
processing, cryptography, and various privacy issues have come to 
sort-out lots of safety issues [18]. However, these solutions are known 
for a common type of conflict attack, which is the lack of safety features. 
Therefore, safety challenges using ML are explored in this project on the 
IoT generated SG. This proposed article a safe and flexible DSM machine 
utilizing the IoT to tackle safety issues at SG. The propounded 
demand-side management (DSM) machine is fitted with a flexible agent 
deploying machine learning classifiers. The particular home area 
network (HAN) is structured to understand the propounded 
demand-side management (DSM) to improve power usage. 

2. Literature review 

Fatima Hussain, et al. have proposed IoT-empowered frameworks 
structure a versatile interconnected organization, where a large amount 
of information is saved. This information is typically kept in the cloud 
and it is powerless against dangers and safety penetrates, which is a 
significant study. Thus, different safety proposals are provided in the 
past. Current programs focus on communications to recognize unsafe 
communications. However, it is so hard to identify unsafe communica-
tions with multiple nodes. That is IoT-enabled SG. Sound work was 
executed in defense for the SG. So that, different drawbacks in the 
current literature have not been resolved. Machine learning is an 
important tool for gaining insights from the heavy amount of data’s 
produces internet of things (IoT) node on the internet of things (IoT) 
-enabled SG. 

Tolgasoyata, et al. was presented the conceptual mesh network of 
smart devices (called "smart boxes"), it can harvest its power from off- 
grid sources and function in two modes: In normal mode, smart boxes 
act as information collection gadgets and operate the information 
through traditional information technology supports, Also provides a 
comprehensive research map to understand the conceptual network 
such as technologies (i.e. communication, hardware), policy aspects (i.e. 
organizational and personal policy adoption). 

M. Babar, et al. have said that the composite approaches are 
completely entropy dependent, itis a qualification. Additionally, this 
hybrid approach made some use of soft computing opinions and lacked 
simulation information. Forecasting loads in the SG, different methods 
have been propounded, for example, Support-vector lag, intensive ML, 
enhanced secondary-array, error correction, and neural network. Large 
data analysis techniques for DSM have also been propounded [19]. 

I. Ahmed, et al. have proposed an approach dependent on a person 
monitoring algorithm based on ML features in an industrial environ-
ment. This executes a simple motion detection configuration through 
motion blobs and also in this calculation, rHOG Utilizes the history of 
the already filmed / bilobed population with the expected bubble po-
sition of the observer, comparing our results with five different tests 
sequences, with established mechanisms for object tracking. Addition-
ally, this proposed tracking algorithm continuously monitors the static 
person for long periods by detecting, manipulating disturbances, 
manipulating abrupt change in the environment, and compensating for 
gaps in the data associated with all frames [20]. 

Bhattarai. P., et al. have presented a large data analysis on power 
grids and a comprehensive state review of its applications. It recognizing 
challenges and chances from the application, industry, and investigation 
viewpoint and analyzes research space, and provides insights into up-
coming investigation directions to integrate large information analytics 
into energy system planning and functional structures. Complete data 
for applications seeking to use large information analytics and insights 
on how applications can improve revenue streams and giving trouble-
some innovations are explained. It also provides common guidelines for 
applications for making the correct investment in accepting large data 
analytics by revealing the interrelationships between critical infra-
structure and functions [21]. 

Xingwang Li, et al. evaluated the wireless-powered decode-and-for-
ward multilevel network’s safety and reliability. In non-power gath-
ering, IQI, and channel rating errors (CEEs) are taken into account. For 
best achievement, two relay choosing plans of actions are offered: 1) 
sub-optimal relay choice (SRS); 2) Optimal Relay selection (ORS). In 
particular, the correct analytical expressions for failure probability (OP) 
and interference probability (IP) are obtained in closed form. As for the 
IP, the signal from the eave’s trapper source can be wired or a relay is 
considered. To gain increasing in-depth insights, then we execute the 
symptom analysis and diversity orders for OP in SNR (high signal-to- 
noise ratio) regimes. 

Niklas Hossain., et al. have proposed a large information and ML 
application in the power phase developed by the upcoming generation 
power system-SG’s aspects. At the heart of this framework connectivity’s 
new phase, which is giving by IoT. This connection and constant contact 
needed in this method and also generated a large amount of information 
that required far superior methods when compared to usual methods of 
systematic investigation and decision making. The IoT-integrated SG 
network can give cost-effective well-organized load prediction and in-
formation acquisition technology. Large information analysis and ML 
methods are essential to reap these benefits. In SG’s complex integrated 
system, CS becomes an important issue; internet of things (IoT) gadgets 
and their information will become the main targets of attacks [22]. 

3. The proposed safe requirement for the smart grid is the side 
management engine 

The most significant element of the smart phase is the DSM, where 
consumers report applications on power consumption and respond to 
applications or manufacturers accordingly. Consumer needs to pass the 
real-time cost through electrical applications. Fig. 1 illustrated the 
planned safety status demand-side management (process) related to the 
SG and home area network (HAN). These home area networks (HAN) are 
integrated with SG, a subsidiary dedicated to DSM within the Smart 
Phase. These include demand response and energy proficiency, which is 
important elements in understanding the using the smart grid values 

To monitor and manage the dedicated network home’s power con-
sumption, a home area network (HAN) is utilized. Manages its visitors 
and smart devices in the smart metering environment. The home area 
network has utilization that monitors the whole system. Smart phase, 
HAN, the home area of the market, and Smart Homes are now formed. 
There are more contacts with vendors SG-HAN because the applications 
seek ways to execute demand-side programs. The safe DSM machine in 
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the SG is utilized to maintain effective usage safely, depended on pref-
erences and energy needs. High-power consuming and preferred devices 
are chosen and delivered promptly with approval within the parameters 
of specific constraints or load and cost limits. Figure-2 shows the pro-
pounded secure DSM engine’s system model. There is no proposed 
model solution commercially available. 

IoT-enabled Hans is the information source for the propounded safe 
demand-side management (DSM) machine [23]. The message recipient 
on the DSM machine receives this information, it is authorized to protect 
the message from Intrusive persons. In the smart grid, the protected data 
is processed to make decisions according to the needs and preferences of 
the consumers. The processing information outcomes are sent back to 
the home area network (HAN) for efficient resource usage. The out-
comes can also be used for the technique called trend analysis for up-
coming forecasting. 

3.1. Resilient agent 

There is a resilient agent in the planned structure to secure the grid 
from dangerous faults. In order to secure customer and vendor in-
teractions, it operates within DSMs and built-in Hans and grid and offers 
regression by detecting dangerous units as compared to cyber assaults. 

RA’s components are the Supplier Manager (PM), the Consumer Man-
ager (CM), and the Control Analyst (MA). Managers who oversee the 
protection elements of the proposed resilient PM and CM-based agency 
[24]. The PM and PM treatment for caregivers and customers while AM 
is used to use the ML measure. In the proposed resilient address, the 
Naive Bayes (NB)- ML algorithm is used to identify correspondence as 
safe or unsafe. NB is indicated that as opposed to more strategies, the 
hypothesis of actual forecasters is right, it performs superior. 

The PM is responsible for maintaining each provider’s profile. This 
may have data for instance identity, skills, and level of trust, etc. The 
Chief is responsible for maintaining each consumer’s profile. The func-
tions of CM is depended on a quality variety. The resilient agent’s 
monitoring analyzer in the proposed Demand Side Management (DSM) 
machine accepts communications without interruption. It separates 
forgery companies from contacting with the real person by categorizing 
various attacks.MA utilizing the NB machine learning method. However, 
classification and feature calibration are done before training. 

The propounded resilience agent depended on NB calculation is 
utilized to predict the safety level deploying five various classes, which 
are good secure, fully secure, fairly secure, full insecure, partially inse-
cure. Security score is calculated by using equation 1. 

Fig. 1. DSM engine position.  

Fig. 2. System model.  
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secLevel =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Full secure, if S = 1
Good secure, if S ≥ 0.76 and S < 1
Fairly secure, if S ≥ 0.51 and S < 0.76

Partially insecure, if S ≥ 0.26 and S < 0.51
Full insecure, if S = 0 and S < 0.26

(1)  

here, Eq. (2) is used to calculate S. 

S =
1
n

∑n

k=0
Fk (2) 

The F average for overall features is calculated later in its 
application. 

3.2. Advance energy management agent 

Additionally, to the Resilient Agent, the propounded DSM machine 
gives effective key functions power management. A particular unit 
AEMA is proposed to manage power efficiency use. The major aim of this 
AEMS element proposal is to meet consumer energy needs and conserve 
power efficiency. AEMS Contribution Journal Pre-Proof Achieving 
Efficient Resource Use especially improved power usage [25]. 

AEMA constitutes two major divisions 

1. Electrical devices controlling system is helped by ZigBee sensor 
and 
2.) Light sensor exploits natural illumination helps to light control 
system. 

Power-user trusts heavily on the residential habitats functions within 
the home nature. Hence, the functions are implemented in a semi-
automatic way, initialized by the client and AEMA control. The admin 
turns off a device by using the sends control command later than the 
client has run input. Operating time is an important parameter of system 
power consumption. When changing demands from the user, In the 
control station the time is saved. Because application control is depen-
dent on client behavior, a user’s event is periodically checked. If no user 
is detected during these specific checks, all devices powered by AEMA 
can be turned off to minimize energy wastage. At the same time, the 
management station update device switched off. Simultaneously to 
identify devices for control purposes individually, every electrical 
gadget is connected in the Zig-Bee sensor way [26]. Every sensor was 
allocated is a cognition number, which permits it to distinguish itself 
from another sensor in the smart home network. In unique, usage con-
trol should not interrupt with consumer fulfillment levels. In this way, 
an event dealing with the unit is embedded in the administration station 
to give a contact between the administration station and home clients. 

Provides a control system to reduce the propounded AEMA power in 
the demand side management machine (DSM). The DSM control system 
adjusts the amount of light emitted by various smart devices on the 
home area (HAN) depended on the sunlight takeover area. The envi-
ronmental parameter is defined and recognized in the four various 
scenarios according to the sunlight angle. DSM control method com-
putes the needed light source luminosity in terms of the intensity 
received from the light sensor. The following relation is utilized to 
calculate the intensity () for the flight control system [27]. 

I0i =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ
[

1
2
(b1 × h1) + (b2 × x)

]

± δ 0∘ ≤ θ1 < 15∘

φ
2
[(b3 × h2) + (b4 × h3)] ± δ 15∘ ≤ θ2 < 30∘

φ
[

1
2
(b6 × x) + (b5 × x)

]

± δ 30∘ ≤ θ3 < 45∘

φ
[

1
2
(b6 × x) + (b5 × x)

]

± δ 45∘ ≤ θ4 < 60∘

φx2 otherwise

(3) 

The control network is in charge of controlling the light intensity, 
taking into account environmental factors. A tuning factor has been 
generated for this intensity control. Eq. 4 is used to calculate intensity. 

φ =
FLx × LM × Rf

Γ
(4)   

Here FLx - whole luminous by a source, 
LM - lumen, 
Rf - lampshade echo constant, and 
Γ - source length. 

3.3. Interface control agent 

ICA is evident from previous tests; synchronicity is corrupted by the 
complicated wireless hardware, the performance of each other. Due to 
synchronization, ICA prefers to enhance interface power. The proposed 
ICA does not accept this function. WLAN and ZigBee, IoT based WSN are 
used in the smart home network. Such methods operate on the 2.4 GHz 
ISM band, thereby contributing to disturbance of coexistence. Thus, we 
might assume that the difference between the nodes and the Wi-Fi 
connection point most influences the intrusion (AP). Another signifi-
cant aspect to remember is that with the distance travelled to meet the 
target, the packet loss rate rises. Both these possibilities are often 
pointed to as harming the progress rate of data transmission, which in 
turn represents the efficiency deterioration of smart home appliances 
and gadgets. 

ZigBee coordinators are then formed in this system. The leadership of 
the coordinator is to reduce the result of packet failure from interference 
with co-existence and the gap between the management station and 
sensor nodes. Any space in the house and kitchen is equipped with a 
ZigBee coordinator. As physical space is an essential consideration for 
intrusion, limited interference within the same community is guaran-
teed by the required position of the ZigBee coordinator. It therefore 
decreases the number of hops between the source and the target, 
effectively reducing the loss of packets. 

Both sensor nodes in the smart home are grouped into n categories in 
view of the gap between the sensor and the Wi-Fi AP. As the current 
project assumes the coexistence of Zig-Bee WSN and WLAN in-
terruptions, the positioning of communicating WIFI AP and sensors has 
been considered. Sensors belonging to category 1 in the vicinity (G1). A 
remote threshold (d [σ1]) corresponds to the sensor in G1. The gap here 
is smaller than the threshold - d<d[σ1]. Likewise, the remaining sensor 
nodes are correspondingly clustered into G2…Gn following the raised 
distance threshold d[σ2] <d[σ3].....d[σn]. As proximity to Wi-Fi results, 
the sensors in the G1 suffered from the highest rate of interference. 
When a Zig-Bee channel is taken over by WLAN links, it typically raises 
the tendency of WLAN signals to take over nearby channels. To cope 
with the consequences of the above case, we therefore assign one 
channel to each category G. For sensors in G1, non-interconnected 
channels are allocated since they are the nearest sensors to the Wi-Fi 
AP. The channel from G2 to Gn is assigned depending on the findings 
obtained according to the MADM model. The MADM approach fulfills a 
criterion (c) in this case, which requires bandwidth, efficiency, and 
violence. 

The work on the MADM-based channel is listed below.  

I Classification and normalization of the steps into a network of 
decisions  

II Building the weighted judgement matrix  
III For the good supreme ideal and the bad ideal state, measure  
IV Calculate the division between supreme circumstances, favorable 

and negative,  
V Measure the channel ranks accessible Every measurement, the 

weight (w) is allocated as wx = cx/
∑

cx y x = 2.As a result of 
the ranking calculation, in ascending order the channels are 
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arranged. Closer grouping to WIFI AP which allocated to drains 
with more teams. In the end, a seamless home network ensures 
seamless communications ICS, which is equipped with multiple 
wireless techniques. 

3.4. Parameters, methods, and trade-offs DSM machine’s 

After the data and messages authorization, DSM is in charge of 
maintaining effective power use depended on energy priorities and de-
mands. Power efficiency usage is done based on the selection of tech-
niques based on the parameters, demand, and preferences that affect the 
performance of the smart grid and the trade exchange of the consumer. 
In Tabulation 1 a performance parameters list or restriction for the SG is 
narrated. 

The DSM’s final parameter is the gadget’s priorities. In Tabulation 2 
these are narrated. Which are attacking the DSM methods and inverse. 
These affecting parameters are heavily related to a greater trade-off 
conclusion. 

The techniques illustrated in Fig. 3 are utilized to attain the demand- 
side management (DSM) machine aim’s to remain consistent in amount 
and load limits. The provider’s view of the primary form of primary 
concern’s load is about secondary concern from a consumer perspective. 
D.S. These techniques of Marine are also described in Tabulation 3. 

4. Result & discussion 

In this section, a detailed study and discussion of the outcome 
attained by deploying the proposed modules are discussed. The pro-
posed reversible DSM machine’s performance is especially expressed by 
the pre-simulated system. 

Two sets of tests were performed they are  

1 Resilient machine tests utilizing Naïve Bayes algorithms including 
model training. Specific reliable and accurate databases are utilized 
to teach the model to differentiate between secure and insecure 
contact entities or things.  

2 Evaluation of the overall DSM machine’s power efficiency for a 
particular HAN different display with standard WIFI APs deploying C 
# high-level programming. On genuine databases, stream processing 
is also executed. 

Re-evaluation is executed by an engineering agent for a particular 
environment. Initially, the propounded flexibility agent was trained 
using an assortment in the (340 × 900) matrix, which is an estimate of 

900 services with 340 consumers. NB algorithms make the premise that 
in a class of one feature is nota part of another. In Fig. 4 the NB classi-
fier’s training was illustrated. 

Computing the resilient agent, the proposed classifier’s efficiency, a 
confusing matrix is used as shown in Tabulation 5. Precision is assessed 
in the condition of both accurate and insecure classes. The confusing 
matrix is preferred because it gives the best view of the classification 
model. Additionally, it is the most broadly utilized performance mea-
surement method for ML Algorithms. 

If the value of S is greater than or equal to 0.51 then less than 0.5 is 
considered safe. Considering these terms because it was taken into an 
account in the previous terms. In tabulation 6 the results of the pro-
pounded sample are shown. The details of the confusing matrix rules are 
as follows:  

• If TP is a value set classified as safe contact by the propounded 
resilient agent, which is 94% deploying the propounded sample.  

• If TN is a value set classified as safe contacts secure by the proposed 
flexibility address of 6% deploying the propounded model.  

• If FP proposed for safe contact, secure, resilient agent classified as a 
set of values, which is 7% deploying the propounded model.  

• If TN-secure communication between the agent proposed a resilient 
set of values differentiated by the secure, using the proposed model is 
93% 

The energy potential of the proposed architecture is evaluated for 
various scenarios. To compute the DSM performance, C # high-level 
programming language is utilized. A particular HAN with standard 
WIFI Aps is designed. Due to the permit of Hans to connect grid appli-
cations intelligently, HAN simulations are preferred. This is because of 
the HAN-centric access to multiple gadgets and appliances. Additionally, 
this has mechanism effectiveness for power saving. 

The two functions are performed by the client that are turned-off 
approximately and run on an Internet of Things (IoT) device for five 
hrs. and generate continuous traffic with a certain power series (1001 to 
5001 bytes). IoT sensor’s Power consumption and gadgets are computed 
by considering the customer activity as Random variables, i.e. 6 to 35 s. 
Practically, the simulation period is changed to 5 to 15 min per burner. 
Moreover, 1799 lm, 70%, 2.21, and 329 mm with LM, RF, FL, and 0 in 
various chambers. The room size is 3100 mm. When the user stays in a 
particular room for 6–12 min, it is automatically turned off and on the 
IoT in the room. 

The power utilization of IoT-enabled smart devices for instance AB-1, 
AB-2, AB3, and AB-4, in Fig. 5 (a) to Fig. 5 (d) shows the estimation by 

Fig 3. DSM Techniques.  
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using the proposed and conventional schemes. Accordingly Utilizing the 
DSM engine significantly reduces the power consumption of smart de-
vices. Besides, the application manages and monitors the energy con-
sumption usage of the smart device by research histories. The important 
parameters to be considered are the user’s priority and need. The pro-
posed DSM machines integrated with HAN drive devices on and off 
based on client needs and first rights for saving inappropriate energy 
usage. 

Furthermore, trends can be analyzed using information recorded in 
the DSM. Subsequently, a client can take advantage of the power of 
devices. Similarly, Fig. 6 shows the room light source’s power con-
sumption. The power consumption is decreased by utilizing the pro-
pounded approach because of an Advanced Energy Management 
managing energy-efficiency use. Furthermore, the power requirements 
of different nodes at various times. 

5. Conclusion 

Integrating communication technologies and sensors into power 
structures approved as an SG. In these stressful problems, safety is the 
most serious one, which is the greatest challenge to the SG. In this paper, 
the safe and flexible DSM machine using machine learning is recom-
mended to protect the internet of things-IoT-enabled from crucial of-
fensives. DSMs are liable for maintaining energy efficiency use 
depended on greater importance and requirements. A particular resilient 
agent model is propounded and also a particular flexibility agent model 
has been proposed to control incursions and the SG demand-side man-
agement (DSM). Resilient agent predicts fraudulent companies by uti-
lizing the machine learning classifiers. A processing module has been 
propounded in the demand side management engine to process power 
data produced by the Internet of Things (IoT)-enabled home area 
network (HAN) to improve power use. An implemented efficiency of 

Simulation is also to experiment with the proposed project’s effective-
ness. A particular home area network (HAN) is structured with standard 
Wi-Fi. The outcome of the analysis shows that the planned demand-side 
management (DSM) machine is lower susceptible to the incursion and 
may be sufficient to decrease the energy consumption of the DSM on the 
SG and associated home area network (HAN) gadgets. 
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ABSTRACT Plant species detection aims at the automatic identification of plants. Although a lot of
aspects like leaf, flowers, fruits, seeds could contribute to the decision, but leaf features are the most
significant. As a plant leaf is always more accessible as compared to other parts of the plants, it is
obvious to study it for plant identification. The present paper introduced a novel plant species classifier
based on the extraction of morphological features using a Multilayer Perceptron with Adaboosting. The
proposed framework comprises pre-processing, feature extraction, feature selection, and classification.
Initially, some pre-processing techniques are used to set up a leaf image for the feature extraction process.
Various morphological features, i.e., centroid, major axis length, minor axis length, solidity, perimeter, and
orientation are extracted from the digital images of various categories of leaves. Different classifiers, i.e., k-
NN, Decision Tree and Multilayer perceptron are employed to test the accuracy of the algorithm. AdaBoost
methodology is explored for improving the precision rate of the proposed system. Experimental results are
obtained on a public dataset (FLAVIA) downloaded from http://flavia.sourceforge.net/. A precision rate of
95.42% has been achieved using the proposed machine learning classifier, which outperformed the state-of-
the-art algorithms.

INDEX TERMS Leaf recognition, feature extraction, k-NN, decision tree, multilayer perceptron, plant leaf
classification, plant species identification, AdaBoost.

I. INTRODUCTION
As the future is moving to an artificially intelligent world,
machines are replacing human experts in every domain. One
such significant domain is agriculture, where the human
experts are looking for intelligent machines, which maymake
their task easier and perform even better than human experts.
Such intelligent systems are very crucial, as they are likely
to eliminate any chances of ambiguity. Leaf recognition for
plant species detection is a significant research zone in the
field of image processing and computer vision. Although
a lot of methods have been developed so far, the existing
computational models for leaf recognition must address a
couple of challenging issues. One of these challenges is
the extraction of features of plant leaf and their represen-
tation so that accurate classification of plant species could
be made. Out of many features, leaf shape is a conspicuous
element that most algorithms rely on to perceive and describe

The associate editor coordinating the review of this manuscript and

approving it for publication was Md. Asikuzzaman .

a plant [1]. In addition, leaf shading, surface, and vein can
also be considered for more accurate classification [2]. Each
of these components is significant for the recognition and
classification of a leaf image. Because of the availability of
effortless cameras and remarkable computer vision frame-
works, plant/leaf recognition has become an active area of
research. The popular frameworks mainly comprise pre-
processing, feature extraction & selection and classification.
This paper aims to propose a novel classifier for plant species
recognition using morphological features enhanced with the
adaptive boosting methodology. The major contributions of
our paper are:
• Fast and accurate leaf classification for plant species
identification

• Utilization of morphological leaf features with low
dimensionality

• Evaluation of different classifiers
• Optimize the classification results using AdaBoost
This paper is subdivided into seven sections. An introduc-

tion to plant leaf recognition has been presented in Section 1.
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Section 2 presents a review of existing techniques. The dia-
gram of the proposed system is depicted in Section 3. The
exploratory outcomes are portrayed in Section 4. Further-
more, a performance comparison with state-of-the-artwork is
made in Section 5. Finally, Section 6 provides the conclusions
and some notes on the future research work topics.

II. RELATED WORK
Numerous approaches have been proposed to recognize plant
leaves in an automatic manner. A large portion of such
attempts used the feature extraction from the leaf, trailed via
training a model based on these features. The shape, color
and textural features are widely used for feature extraction
and classification. The major contributions are as follows:

A. SHAPE FEATURES BASED CLASSIFICATION
Im et al. [3] presented a system of representing the leaf shapes
by their polygonal approximations and used an expand-
ing number of nearby points of interest for consequent
steps. Pietikäinen et al. [4] used shape and texture features
for leaf classification using neural networks and achieved
83.00% accuracy. Kulkarni et al. [5] proposed technique
based on color, texture, vein and shape features combined
with Zernike moments. Radial Basis Probabilistic Neural
Network (RBPNN) classifier was used for classification.
Prasvita and Herdiyeni [6] used shape features and neural
network classifier and acquired a classification accuracy of
90.00%. Ekshinge and Andore [7] achieved 85% accuracy by
elliptic Fourier analysis using shape features.

B. MORPHOLOGICAL FEATURES BASED CLASSIFICATION
There are some popular methods that have been used to
extract the information of leaf which include digital morpho-
logical features. Neto et al. [8] employed PNN together with
image and data processing techniques. The author considered
five categories of geometrical features, namely, perimeter,
physical width, length, area and diameter of leaves for recog-
nition. Wu et al. [9] used morphological features with a PNN
classifier to characterize 32 types of green leaves. Later,
external characteristics of leaf such as leaf shape, venation,
leaf margin, and texture were used for plant morphological
research [10], [11]. [12] has employed Multilayer Perceptron
(MLP) classifier for leaf recognition. The proposed classifier
obtained recognition accuracy of 94.0% for leaf recogni-
tion using morphological features. Kadir et al. [2] produced
good results with a classification accuracy of 93.75%.
ArunPriya et al. [13] used morphological features, geometric
features, vein structure features with SVM classifier and
achieved 94.20% accuracy.

C. COLOR-FEATURE BASED CLASSIFICATION
Timmermans and Hulzebosch [14] presented a neural net-
work system for the successful classification of the cactus
plant. Perez et al. [15] used color and geometrical features
to recognize weeds in crop fields. The K-NN classifier was
used for classification. Fuzzy logic decision making was

also employed to recognize weeds in an agricultural field
(Yang et al. [16]). Zulkifli [17] proposed a general regression
neural network to classify 10 different species of plants with
leaves of different green shades. A couple of leaf classifica-
tion frameworks considered surface components like entropy
and homogeneity (Man et al. [18]) to enhance the accuracy of
detection. A similar approach to using color information was
proposed for plant recovery by Kebabci et al. [19]. Principal
Component Analysis (PCA) was used to obtain preeminent
features and a higher precision was obtained for characteriz-
ing 60 sorts of plants. Anami et al. [20] proposed a leaf clas-
sification system based on edge histogram, color histogram,
and area of leaves. A recognition accuracy of 93.6% was
obtained for the proposed system. Bama et al. [21] proposed
an efficient content-based leaf image retrieval method using
texture and color features.

D. TEXTURE FEATURES BASED CLASSIFICATION
Man et al. [18] proposed shading as a major component for
leaf recognition. The author claimed that the proposed frame-
work could classify 24 species of plants with a precision rate
of 92.2%. Chaki and Parekh [22] used texture features using
GLCM and obtained a classification accuracy of 78.00%.
Chaki et al. [23] used preprocessing to make the leaf
image invariant to translation, rotation, and scaling. A recent
plant species detection algorithm by Zhang et al. [24], [25]
used a two-stage local similarity-based classification learn-
ing method. This method performed classification based on
cluster analysis.

E. OTHER APPROACHES
Abbasi et al. [26] used the Curvature Scale Space (CSS)
technique and k-NN classifier to classify chrysanthemum
leaves. Recently, Lee et al. [27] investigated the use of deep
learning model for leaf classification. The author obtained
interesting and surprising results. The different orders of
venation came out to be the best representative instead of
shape. Moreover, the author used multi-level representation
in leaf data corresponding to species classes.

The existing machine learning-based approaches are
mainly dependent on the shape and texture features. Our
algorithm achieved comparable accuracy used morphological
features even without using textural features. It is observed
that most of the algorithms has used either PNN or SVM.
The K-NN, decision tree and multilayer perceptron with the
Adaboost technique are explored which achieved better accu-
racy with a lower dimensionality as compared to the current
algorithms.

III. DESIGN OF THE PROPOSED SYSTEM
The structure of the proposed plant leaf recognition system
is delineated in Fig. 1. The proposed framework consists of
different stages, specifically, data acquisition, digitization,
pre-processing, feature extraction and classification based on
the extracted features.
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FIGURE 1. Block diagram of the proposed model.

Explanation:
• In data acquisition and digitization phase the samples
of plant leaves are collected and digital images of these
samples are produced. The current work employed a
public dataset of leaf images, which consists of the
acquired digital images of different plant leaves.

• In the pre-processing phase, digital images of leaves are
converted into a grayscale format.

• In the feature extraction phase, the morphological fea-
tures, namely, major axis, minor axis, centroid, solidity,
perimeter, and orientation are extracted.

• For classification, k-NN, decision tree, and multilayer
perceptron classifier are used.

• The AdaBoost methodology is used to improve the pre-
cision rate of the proposed system

The proposed pseudo-code and algorithm for plant species
detection via leaf recognition is as follows:

IV. FEATURE EXTRACTION TECHNIQUES
Leaf classification is being carried out via computational
models of leaf recognition methods. Outer qualities of leaf,
for example, leaf shape, venation, edge, vein, shape, skele-
ton, and surface are being utilized for plant morphological
research [2], [10], [11]. Numerous specialists have applied
rice seed morphological highlights to distinguish and investi-
gate rice seed quality [28]–[30]. In the present paper, mor-
phological features such as major and minor axis length,
centroid, solidity, perimeter, and orientation are extracted for
leaf recognition. They are defined in the following section:

The major axis is the line connecting at one end called a
base point to the tip of the leaf. For drawing the major axis
two points are selected. Then the line will be drawn on to the
selected points that represent the major perpendicular axis of
the image. This major axis length measures the length of the
image in width-wise as follows.

Major axis length =
(x1 − xc)2

rx2
+

(y1 − yc)2

ry2
(1)

where x1, y1 is the point along themajor axis and xc and yc are
the center point. rx, ry is the radius along x-axis and y-axis,
respectively. Minor Axis is the line drawn perpendicular to
the major axis.

Centroid is defined as the center of mass of the region.
An image can be sub-divided into various small regions.
Each small region can have its individual centroid point. The
centroid of a polygon is calculated using (2)

Cx =

∑
CixAi∑
Ai

, Cy =

∑
CiyAi∑
Ai

(2)

where Cx and Cy are the centroids for where Ai is the contour
area given by (3)

A =
1
2

∑N−1

i=0

(
xiyi+1 − xi+1yi

)
(3)

Solidity is the extent of the pixels in the convex hull that is
additionally in the area. It is computed as equation (4)

S =
Area

Convex area
(4)

Generally, there are two types of leaf images hollow and
solidly filled image. The solidly filled image always consists
of a single color. All the pixels around the center of mass are
filled with high-intensity colors. In a hollow image, the pixels
around the center of mass are only partially filled. That means
small pixels are left empty.

c
s
=

10

(Dh/Dt) (Ns/1000)1.5
(5)

C is the centroid, S is the solidity,Dh is the diameter, andNs is
the pixel count in a specific area. When all the centroid points
are connected, it will generate a clearly drawn line. This line
will be random and the whole image center of mass stands
around this centroid point.
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Perimeter (or circumference) of a region R is character-
ized as the length of its external shape, where R must be
associated [28]. The perimeter is determined by estimating
the whole of the separations between progressive limit pixels
as in equation (6) [30]. The simplest measure of the perimeter
is obtained by tallying the number of limit pixels that belong
to an object [10]. The separation around the limit of the region
is called a perimeter. It is the total circumference around the
image of the leaf. The total number of pixels around the
boundary points is calculated which will give information
about the total amount of pixels that have been used to fill
the boundary pixels.

P = 2L+ 2W (6)

where P is the perimeter, L is the length of the major axis and
W is the length of the minor axis.

Orientation is the angle between the x-axis and the major
axis of the ellipse. It denotes the alignment of the image along
with the major axis and minor axis. Orientation along the
coordinate axis will automatically shorten the length of major
and minor axis as defined in equation (7).

O = cos
(
mj
)
+ sin (mi)+ sqrt

(
tan

(
mj ×mi

))
(7)

where O is the orientation, mi is the length of the minor axis,
and mj is the length of the major axis.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, experimental results dependent on the pro-
posed framework are introduced. In this paper, a public
dataset taken from http://flavia.sourceforge.net/ is used for
experimentation. This dataset contains 32 different types of
plant leaves. This dataset has leaf images of 32 common
plants in China, such as Phyllestachys Pubescens, Aescu-
lus Chinensis, Berberis Ferdinandi-coburgii Schneid etc.,
clicked using Apple iPad 2 device. It comprises 1907 images
720 × 960 pixels for all 32 categories. The size of the
dataset is about 1 GB. In this work, the authors have consid-
ered 10 images of each category for the experimental work.
Three different approaches were used for evaluation. First
80-20 approach is used in which 80% images are consid-
ered randomly as training dataset and remaining 20% are
considered as testing dataset. Another approach is 3-fold and
5-fold cross-validation. In 3 fold cross-validation, the whole
dataset is randomly partitioned into three groups. Training is
done on two groups and testing is done on the third group.
A similar approach is used for 5 fold cross-validation. Python
platform is used for the experimentation on intel i3 with 8GB
RAM machine. Various classifiers i.e. k-NN, decision tree,
and Multilayer perceptron classifiers are used for evalua-
tion. K-NN classifier using one nearest neighbor is used for
experimentation. In multilayer perceptron number of layers is
calculated as average of sum of total number of features and
classes i.e.

No. of layers =
(number of features+ numberofclasses)

2

TABLE 1. Precision rate of proposed leaf recognition system.

TABLE 2. RMSE of proposed leaf recognition system.

TABLE 3. Far of proposed leaf recognition system.

TABLE 4. Accuracy of ML perceptron.

FIGURE 2. Precision rate of the proposed system.

Each layer represents one neuron for every feature. TheAdap-
tive Booting approach is likewise explored with the same
dataset. Boosting is an approach to manage machine learning
in light of making an exact desire rule by joining numerous
tolerably feeble and wrong runs. The AdaBoost calculation of
Freund and Schapire [31] is the most generally used boosting
calculation with applications in different fields. We have
considered this algorithm in the present work to enhance the
classifier performance. The base classifier is MLP. Number
of estimators used are 50.
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TABLE 5. Comparison of proposed machine learning based approach with state-of-the-art.

FIGURE 3. RMSE of the proposed system.

The Performance of the proposed framework for plant
leaf recognition is analyzed based on precision rate, RMSE
(Root Mean Square Error) and FAR (False Acceptance Rate).
Experimental results based on these parameters are illustrated
in TABLE 1-4. In TABLE 1, the precision rate of the proposed
leaf recognition system is presented. It is clear that the MLP
and Adaboost_MLP are performing much better than k-NN
and Decision tree classifiers.

Table 2 and 3 depict the performance of the proposed sys-
tem based on RMSE and FAR respectively. Again, the MLP’s
and adaboost’s RMSE and FAR are lower as compared to
another classifier which clearly indicates that they are per-
forming better. As MLP and Adaboost_MLP are compara-
tive, the accuracy for Adaboost_MLP is marginally higher
than MLP (Table 4). It has been observed that the maximum

FIGURE 4. False acceptance rate of the proposed system.

accuracy of 95.40% is achieved using the AdaBoost method-
ology with a 5-foldMLP classifier. The Precision, RMSE and
FAR are plotted in Figs. 2-4 for analysis. Confusionmatrix for
accuracy of 95.40% using AdaBoost methodology with MLP
classifier is presented in Fig. 5.

VI. COMPARATIVE STUDY OF PROPOSED SYSTEM AND
STATE-OF-THE-ART METHODS
In this section, the authors have presented a comparative
study of proposed work and state-of-the-artwork. A good
number of techniques for plant species recognition are com-
pared with the proposed technique. The analytical com-
parison based on technique, classifier used, and accuracy
achieved has been presented in TABLE 5. Our proposed
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FIGURE 5. Confusion matrix false acceptance rate of the proposed system.

approach is statistically significantly significant than other
existing approaches as depicted in TABLE 5.

As illustrated in TABLE5,most of the proposed techniques
used the shape, texture, and morphological features. Out
of these, shape-based features [4]–[7] were used at earlier
stages with good accuracy to start with. After that, the texture
features [4], [23], [33] were added. However, these features
do not contribute much to higher accuracy. Later, edge, color,
and area-based classification [20] is proven to be much more
accurate in comparison. Wavelets and texture [25] of a leaf
with geometric features are also explored. Unfortunately, due
to the redundant set of features, it affected the overall accu-
racy. The morphological features [8], [12], [13] improved
the accuracy further in comparison to all the other existing
features. Their combination with SVM is claimed to provide
the best accuracy of 94.20%. The proposed system explored
the possibility of accuracy improvement for species detection
with morphological features in combination with different
classifiers. Moreover, the system can be enhanced using the
Adaboost technique to obtain an accuracy of 95.40%. Thus,
it has achieved the highest accuracy as compared to all the
machine learning-based state-of-the-art methodologies.

VII. CONCLUSION AND FUTURE SCOPE
In this paper, an efficient plant leaf recognition system
using morphological features and adaptive boosting method-
ology has been presented. Experimental results are performed
using three different classification techniques, namely, k-NN,
decision tree, and multilayer perceptron. The AdaBoost

methodology is considered to improve the precision rate of
the proposed system. In our work, the maximum precision
rate of 95.42% has been achieved for 32 kinds of plant
leaves. The authors have observed that the proposed system
performed better than the existing techniques for plant leaf
recognition in agricultural research. In the future work, our
model can be extended for use in the fields of herbal cosmetic
industry and natural corrective industry.
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Optimal, Secure Cluster Head Placement Through Source Coding Techniques in
Wireless Sensor Networks

Tata Jagannadha Swamy , Garimella Ramamurthy, and Padmalaya Nayak

Abstract— In many applications of wireless sensor networks1

(such as military communications), secure communication, mes-2

sage delay minimization and energy efficiency are crucial. Such3

requirements constrain special or Important Cluster Head (ICH)4

placement over the network architecture modeled by a tree. The5

optimal important cluster head placement problem is formulated6

and solved using source coding results (providing minimum7

possible delay and security through prefix-free paths over the8

tree). Also, through simulations energy efficiency of the proposed9

approach is established. The reported research is naturally10

applicable for many applications of Wireless Sensor Networks11

(WSNs) such as Body Area Networks (BANs).12

Index Terms— Wireless sensor networks, cluster head, impor-13

tant cluster head, prefix-free path, source coding, Kraft’s14

inequality.15

I. INTRODUCTION16

THE rapid growth of wireless communication technology17

has led to the development of low power, low cost18

and tiny sensor nodes. Each tiny node has the capacity to19

sense, process, and to transmit the sensed data to base station.20

Randomly deployed tiny nodes form a network for data21

transmission. These Networks have become extremely popular22

due to the large number of applications in the areas of intrusion23

detection, habitat, environmental monitoring, etc. However,24

some of the limitations of sensor nodes are mainly in storage25

capacity, power capacity, and short communication range [1].26

These limitations can be overcome by some efficient sensor27

node placement schemes and hierarchical implementations [2].28

Secure data transmission and low energy consumption is29

possible through choices of Cluster Heads (CHs) in the30

wireless sensor field [3]. The entire sensor field is divided31

into several small fields known as clusters and each one is32

headed by a cluster head [16]. Among cluster heads, some33

are important and others are ordinary CHs. These important34

cluster heads transfer data between a base station and other35

cluster heads.36

In Wireless Sensor Networks (WSNs), the cluster head37

placement problems have not been adequately studied in the38

literature, while secure placement of nodes in sensor field has39
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been at the core of research [7], [8]. Motivation : Wireless 40

Sensor Networks find many applications in fields such as 41

Military Communication, healthcare etc. 42

• Security Constraint: Specifically, in the case of commu- 43

nications among military personal, certain messages can 44

be received by officers of certain cadre and above (in the 45

military hierarchy) only. 46

• Optimization Constraint: Also, it is clear that messages 47

will have delay constraint and must be received by 48

officers in real time. 49

In this letter, we propose a novel optimal approach for the 50

sensor placement in WSNs. The main goal is to minimize 51

average depth of Important Cluster Heads from the base station 52

by reducing the number of hops. Further, we ensure message 53

security and make, the paths from Base Station (BS) to Impor- 54

tant Cluster Heads to be prefix-free. The contributions are, 55

(i) Minimize the average depth of an ICH from the BS in terms 56

of hop-count, (ii) Provide an optimal hierarchy in the network 57

for secure data transmission. (iii). Relate CH placement and 58

source coding technique. The rest of the letter is organized 59

as follows: In Section II, the problem specification with the 60

help of Secure Cluster Head placement in the network field 61

is discussed. In Section III, the relationship between secure 62

cluster head placement and optimal source coding techniques 63

in WSNs are discussed and later followed by conclusion in 64

section IV. 65

II. SYSTEM MODEL 66

The entire system structure is based on the approaches made 67

for an optimal, energy efficient and secure wireless sensor 68

network. To minimize the average depth of an ICH from the 69

BS in terms of hop-count, to provide an optimal hierarchy in 70

the network for secure data transmission, and to relate CH 71

placement and source coding technique are the three main 72

proposals required for an efficient network design. 73

• Based upon hierarchy among military personnel, impor- 74

tance values are assigned/decided 75

• The total number of important cluster heads is decided 76

by a number of officers in the military hierarchy 77

We realized that the above motivation can be understood by 78

modeling the real-time communication problem as a source 79

coding problem. Specifically the important cluster heads are 80

chosen as the prefix free nodes (code words) on the military 81

hierarchy so that the security constraint is met. 82

In this context, a tree based structure is selected and 83

the depth of a tree is the path with maximum number of 84

hops between BS and leaf nodes and the depth of BS in 85

a tree structure is zero. The number of leaves present in a 86
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Fig. 1. Wireless sensor network D-ary tree architecture.

full tree can be calculated by Dd, Where ‘d’ is the depth of87

the tree and ‘D’ represents the type of tree structure (e.g.88

D = 2 implies binary tree). Total number of nodes in a89

binary tree structure is N = 2d+1 − 1 and the total number90

of leaves is equal to nodes at the last level of the tree. For91

any D-ary tree, the total number of nodes in the structure is92

given by N =
Dd+1 − 1

D − 1
. Fig. 1 is an example of hierarchical93

sensor network architecture representing CHs, ICHs and BS.94

Throughout the letter, wherever required, we consider fully95

binary trees. The results also apply for fully D-ary trees.96

A. Importance Values of Cluster Heads: In a sensor field,97

selection of important cluster head is essential. In order to98

signify this distinction, a value of importance is assigned to99

some cluster heads in the organization based on its internal100

energy and its closeness to the base station. According to101

the importance value, ICHs are labeled as more important102

than ordinary cluster heads in the hierarchical structure. For103

instance, a node with a hop count of zero has no superiors104

and only has subordinates. It implies that these nodes can105

act as the base station in the sensor field. It is important106

to note that cluster heads with a higher importance value in107

a sensor field should have a lower hop count. These nodes108

are more vital members in the sensor field and should be109

closer to the base station. It can be easily observed that110

hop count and importance values are inversely related. The111

normalized equation for the importance probabilities is shown112

in equation (1).113

pi =
vi∑c
i=1 vi

(1)114

where pi is the probability of importance and vi is the115

importance value of ith important cluster head and ‘c’ is the116

total number of ICHs. Now consider a binary tree representing117

sensor field consisting of cluster heads. Prefix (or prefix-118

free or instantaneous) code is a code in which no codeword119

is a prefix of any other codeword. Prefix codes are uniquely120

and instantly decodable [9]. PROBLEM: Place the important121

cluster heads in a binary tree such that the average path length122

(in terms of hop count) is as small as possible and the paths123

from root node to ICHs are prefix-free.124

In Fig. 2, node labeled as ICH-A has depth of two, whereas125

the node labeled as ICH-B has depth of four from the Base126

Station. A large importance probability directly implies a small127

depth of member node or a smaller hop count, which suggests128

that the member is more important to the base station. It is129

Fig. 2. Example of a binary tree structure with WSNs.

only logical for important cluster heads be near the base station 130

of the sensor field. So, the idea is to define the average depth 131

of all ICHs in the hierarchy of the sensor field to be the sum of 132

the product of their respective depths and importance values, 133

as shown in equation (2). 134

n̄ =
k∑

i=1

pini (2) 135

where pi is the importance probability of ith cluster head. ni 136

is the number of hops of ith cluster head from the base station 137

and n̄ is the average path length. An immediate inference to 138

this is: If pi is large, ni can be made small and vice versa. 139

B: Prefix-free path and Tree structure: A path is defined 140

to be a sequence of edges from a start vertex or member to 141

an end vertex or member and each node is associated with 142

ICH or codeword in the sensor field hierarchy. A D-ary tree 143

hierarchy will produce a D-ary codeword. Here it was selected 144

as a binary tree with D = 2. Starting at the Base Station, 145

we append a ‘1’ to the edge leading to the right sub-tree or a 146

‘0’ for the edge leading to the left sub-tree. Once the end 147

member node is reached, the sequence of steps with 1’s and 0’s 148

will represent the code word for that member. The prefix-free 149

condition is significant because no two ICHs have a codeword 150

with the same prefix-free path. If the base station wants to 151

communicate with an important cluster head, then it must 152

choose the specific prefix-free path only. 153

C: Inherent Security Provided by Prefix-free path: Organi- 154

zation (hospital, military etc…) determines which nodes get 155

Higher Important Values (HIV) and which nodes get lower 156

(LIV). Goals: i) Transfer of delay sensitive sensed data from 157

sensors (cluster heads) to the base station i.e. Optimization 158

of average hop count from important cluster heads for Base 159

Station. ii) The communication must be secure in the sense that 160

information from ICH’s of higher importance value should not 161

reach those ICH’s of lower importance values i.e. when the 162

base station wants to send cryptographic keys, the key meant 163

for CH with Lower Importance Value (LIV) can be heard by a 164

CH of Higher Importance Value (HIV). But the key meant for 165

any CH with higher importance value (HIV) cannot be heard 166

by CHs of lower importance value. Thus the security of WSN 167

is automatically enhanced. 168

III. SECURE CLUSTER HEAD PLACEMENT 169

Let X be a random variable and X1, X2 . . . Xk Be statis- 170

tically independent and identically distributed (IID) variables, 171
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having a common probability mass function (generated from172

a common source). n1, n2, . . . , nk are the hop counts with173

probabilities p1, p2, .., pk. We are interested in the mean length174

of path in terms of number of hops from a leaf nodes i.e. the175

number of hops required for packets to reach the base sta-176

tion [13]. For security and energy concerns, minimum number177

of hops is preferable for packet data transmission [6], [12].178

A. Source Coding Problem: In [14], it is considered that179

any prefix-free code with the codeword length/hop-distances180

must satisfy the inequality shown in equation (3) [4].181

k∑

i=1

D−ni ≤ 1 (3)182

Consider a prefix-free binary tree in which each node has183

two children and certain nodes of the tree represent the code184

words. The prefix condition on the code words implies that185

no codeword is an ancestor of any other codeword on the186

tree. A full binary tree of depth nmax has 2nmax leaves.187

The channel codeword to a source symbol has the codeword188

length ni. A prefix-free code can be constructed by using189

Kraft’s inequality. We now discuss the lower bound on the190

average codeword length i.e. n̄ =
∑k

i=1 pini yielding optimal191

codeword lengths192

ni = −logDpi (4)193

These non-integer codeword lengths yield average or expected194

codeword lengths as per equation (5)195

n̄ =
k∑

i=1

pini = −
k∑

i=1

pilogDpi = HD(X) (5)196

The expected average codeword length n̄ of any instantaneous197

D-ary code for a random variable X is greater than or equal198

to the entropy D-ary HD(X), that is,199

n̄ ≥ HD(X) =
H(X)
logD

(6)200

and with equality if and only if D−ni = pi.201

By choosing the codeword lengths (i.e. hop count from202

root node) suitably, kraft’s inequality is satisfied. Hop count203

essentially determines the ‘average delay’ through the asso-204

ciate normalized importance values (i.e. probabilities i.e. ‘pi’205

Source coding provides achievable average delay for commu-206

nication (using well known lower bound). Thus, the modeling207

problem boils down to the source coding problem. Specif-208

ically the optimization problem follows objective function209

J(n1, n2, . . . . . . nn) =
∑n

i=1 pini (where n�
is are hopcounts210

and p�is are normalized importance values).211

Constraint:
∑M

i=1 D−ni where ‘D’ corresponds to balanced212

D-ary tree. In the presentation, correspondence to source213

coding is made clear even at the cost of redundant explana-214

tion (e.g. Explanation of security constraint and optimization215

problem).216

B. Secure Cluster Head Placement with Huffman Coding:217

It has been discussed in section II that an optimally secure218

hierarchy is one in which the average hop count from the219

base station to ICHs is minimized. The smaller the distance,220

the more optimal it is. In a well-organized sensor field, the base221

station would prefer the more important ICHs to be closer than222

Fig. 3. Example of Huffman coding.

Fig. 4. Example of non-prefix code.

ICHs of lower importance. The problem of optimally placing 223

ICHs is quite crucial in wireless sensor networks. To provide 224

importance probabilities for all ICHs and to place them at 225

different depths in the sensor field hierarchy, Huffman coding 226

can be used. Considering the importance probabilities of ICHs, 227

we can organize an optimal placement pattern in a sensor 228

field which would also be unique. Huffman coding algorithm 229

produces a hierarchical structure [13], [14] similar to the one 230

shown below in Fig. 3. The average distance from the base 231

station node to each of the cluster head nodes is minimized 232

and a prefix-free path exists to all ICHs. Fig. 3 shows, no two 233

important cluster head nodes share their entire path with 234

another cluster head node. 235

Once the ICH is chosen at a certain depth, no other ICH can 236

be chosen either in its sub-tree or from its subordinate cluster 237

heads. In fig. 3, as already ICH was placed at codeword of 238

‘1−0’, there cannot be another ICH at codeword of ‘1−0−0’, 239

because this violates the condition, i.e. No code word should 240

be a prefix of another, and hence it becomes impossible to be 241

uniquely decoded. It is important to note that after placing 242

ICHs using Huffman coding, we can achieve an optimally 243

secure hierarchy i.e. A prefix-free path to all important cluster 244

heads, an optimal distance from the base station to ICHs 245

according to importance probabilities (a uniquely decodable 246

code scheme). Example of non-prefix code as shown in Fig.4. 247

C. Energy Efficiency and Security with Source Coding: 248

In the routing protocol the data is propagated from nodes with 249

higher hop count from the BS to the nodes with lower hop 250

count (using a tree data structure). If a node at higher hop 251

count receives a packet from lower hop count node [5], [10], 252

it simply drops it, thus flooding is prevented, saves energy. 253

By using prefix- free path, security of sensitive data (trans- 254

mitted) is handled efficiently. This scheme assumes that 255

there is hierarchical structure among the nodes. Only nodes 256

with higher importance value have access to important data. 257
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Fig. 5. Nodes vs node lifetime with different protocols.

Fig. 6. Nodes-vs-residual energy with different protocols.

Lower importance nodes are prevented from accessing such258

information. In popular schemes like LEACH (Low Energy259

Adaptive Clustering Hierarchy) and HEED (Hybrid Energy260

Efficient Distributed) [11], [15], the data are flooded along261

all directions using Cluster Heads. It was shown that the262

above proposed protocol, termed by us as EELP (Energy263

Efficient Leveling Protocol), flooding of data is prevented264

from spreading over the entire tree structure. Thus the EELP265

saves energy, thereby increasing the network lifetime. In the266

following overall sensor network life time using EELP is267

compared to the popular protocols.268

The simulation results of the proposed protocol are com-269

pared with the popular protocols in Fig. 5, and Fig. 6. In Fig. 5,270

the node lifetime with respect to the number of nodes are271

shown. If the node number is less, node or network lifetime272

is high with all three protocols, but it gradually decreases273

when the node number is increasing. EELP is showing better274

performance than other two protocols along with decrease in275

the network lifetime. Fig. 6 shows that the nodes residual276

energy with respect to active nodes in the network. Here, if the277

node number is less, EELP has the highest residual energy and278

will be decreasing gradually, when the number is increasing.279

Here EELP is showing better results than LEACH and HEED. 280

Of all the analysis and simulations, EELP is more efficient 281

than LEACH and HEED in terms of network lifetime, node 282

residual energy. From the results and comparisons EELP is 283

more energy efficient protocol. 284

IV. CONCLUSION 285

In this letter, we proposed a new protocol for optimal cluster 286

head selection and node placement in WSNs. For Energy 287

Efficiency, secure routing and network lifetime improvement, 288

Important Cluster Heads (ICHs) are selected by providing 289

some importance value to Cluster Heads and hierarchy among 290

the CHs are maintained with the help of prefix-free path. 291

A relationship is derived between secure cluster head place- 292

ment and source coding and it is derived based on Kraft’s 293

inequality and Huffman coding. Results show that, the pro- 294

posed EELP increases the network life time, providing data 295

security and Energy Efficiency compared to LEACH and 296

HEED protocols. 297
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Abstract
Object recognition has a wide domain of applications such as content-based image
classification, video data mining, video surveillance and more. Object recognition
accuracy has been a significant concern. Although deep learning had automated the
feature extraction but hand crafted features continue to deliver consistent performance.
This paper aims at efficient object recognition using hand crafted features based on
Oriented Fast & Rotated BRIEF (Binary Robust Independent Elementary Features)
and Scale Invariant Feature Transform features. Scale Invariant Feature Transform
(SIFT) are particularly useful for analysis of images in light of different orientation
and scale. Locality Preserving Projection (LPP) dimensionality reduction algorithm is
explored to reduce the dimensions of obtained image feature vector. The execution of
the proposed work is tested by using k-NN, decision tree and random forest classi-
fiers. A dataset of 8000 samples of 100-class objects has been considered for
experimental work. A precision rate of 69.8% and 76.9% has been achieved using
ORB and SIFT feature descriptors, respectively. A combination of ORB and SIFT
feature descriptors is also considered for experimental work. The integrated technique
achieved an improved precision rate of 85.6% for the same.
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1 Introduction

Object Recognition in images is an important concern while learning visual classifications and
distinguishing different occurrences of those classifications. Invariantly, all computer vision
assignments largely depend on the ability to recognize objects, items, faces and scenes from
the image. Visual recognition has many potential applications that involve artificial intelli-
gence and information retrieval. Content-based image search, video data mining or object
identification for mobile robots are some of the examples. Visual analysts categorize recogni-
tion in two classes as specific and generic as shown in Fig. 1. The presented work focuses on
recognition of generic object categories. Humans have the great ability to generalize the
objects, even if objects differ and are not exactly the same. Feature extraction in the key while
doing object recognition using computer vision. First the useful features are obtained from the
images and then matched with the known reference features. Classifiers are used to do the
matching and classification job. The extracted features could be hand crafted or machine
learned. Hand crafted features are obtained based on the subject knowledge of the algorithm
designer ed. as sliding window based, contour based, graph based, fuzzy based or content
based [26].

& Forest for same feature set. To compare the results with CN based feature classifiers.

This paper propose a novel strategy for generic object recognition using Scale Invariant
Feature Transform features (SIFT) [21] and Fast-Rotated and BRIEF (ORB) [31]. The
integrated technique extracts the best robust features from the image. The SIFT descriptor
utilizes a 128 element feature dimension in one key point and ORB descriptor uses 32
elements in one key point, which requires a high memory space for storing features and high
complexity. Further, K-Means clustering [15] and Locality Preserving Projection (LPP) [13]
are used to reduce the complexity of the integrated technique.

This paper consists of seven sections. Section 1 has the introduction of the present work.
Related work is exhibited in Section 2. Feature extraction techniques are discussed in

Fig. 1 Types of object recognition considered by vision analysts
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Section 3. Section 4, presented features dimensionality reduction techniques. A novel frame-
work for object recognition using ORB and SIFT feature extraction techniques has been
proposed in Section 5. Section 6 presents experimental results in view of the proposed
framework. Finally, Section 7 has the concluding remarks.

2 Related work

There is the vast volume of literary work on feature extraction and classification
techniques; a few approaches related to the present work have been discussed in this
section. Initially, Ballard [2] has described a technique for circle detection and
recognition from images by using Hough transforms. Ullman [30] used basic visual
operators like color, shape, texture, etc., which are integrated in different ways, for
detection of complicated objects. Peterson and Gibson [25] highlighted the role of
acquaintance in object recognition. Minut and Mahadevan [20] recommended a visual
attention prototype which was based on reinforcement learning of an image. Belongie
et al. [3] proposed the shape context, which conquers the spatial distribution of all
other points relative to each point on the shape. This semi-local illustration allowed
establishment of point-to-point communication between different features of an object
even under yielding deformations. Elnagara and Alhajj [9] described an accurate
partition path and further the separation of numerals and restoration was proposed.
Yu and Shi [32] proposed a technique based on segmentation using partial detection
instead of global shape descriptors. Lowe [19] described SIFT (Scale Invariant Feature
Transform) for extracting a large collection of feature vectors which were constant to
image translation, scaling and rotation and were robust across a substantial range of
affine deformations, noise addition and enlightenment changes. The key location of an
object was defined as maxima and minima of the result of DOG (Difference of
Gaussians). Mori et al. [22] discussed about the connection between the shapes of
an object and recognized these shapes by finding an aligning alteration for correspon-
dence between points of the two shapes. Leordeanu et al. [17] presented an unusual
way, by programming relations between all pairs of edges. Nadernejad et al. [23]
reviewed and compared different edge detection techniques, i.e. the Marr-hildreth
Edge Detector, the Canny Edge detector, Threshold and Boolean function based edge
detection, color and vector angle based edge detection for object recognition. Ferrari
et al. [11] presented an object recognition approach which entirely integrates the
paired strength presented by shape matchers. Toshev et al. [29] proposed a ground
segmentation technique for drawing out of image regions that can be similar to the
global properties of model border construction and chordiogram. Soltanshahi et al.
[27] used Scale Invariant Feature Transform (SIFT) for Content Based Image Retriev-
al (CBIR). They considered SIFT feature extraction technique and used two ap-
proaches for SIFT descriptor. In the principal approach, they clustered a SIFT
descriptor into 16 clusters and in the second approach, they focused on the registra-
tion of descriptors in view of directions. Alhassan and Alfaki [1] introduced a color
and texture fusion based technique for CBIR. Peizhong et al. [24] extracted texture
and color based feature elements from images. Texture features like LBP (Local
Binary Pattern) were mostly used and in shade based features like CIF (Color
Information Feature) were used. Recently CNN based solution was suggested by
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[18]. The machine learned features were used for object detection and classification,
Comparable results were obtained for hand crafted and machine learned features.

3 Feature extraction techniques

Feature extraction is the most important phase of the proposed object recognition system. In
this phase, the significant features are extracted for object category classification. In the present
paper, two feature extraction techniques, namely, ORB and SIFT are considered for object
recognition. These techniques are briefly discussed in following sub-sections.

3.1 ORB (Oriented FAST Rotated and BRIEF)

ORB is developed in “OpenCV” which uses FAST (Features from Accelerated Segment Test)
key point detector and binary BRIEF descriptor. ORB is used to extract the fewer but the best
features from an image. The cost of computation is also less when contrasted with SIFT and
SURF, but the magnitude is faster than SURF. ORB first apply the FAST key point detector,
which detects the large number of key points and then the ORB uses a Harris corner detector to
find good features from those key points. Extracted features generate better results and are less
sensitive to noise. The centroid of the image can be calculated using the patch moment in
ORB, using eq. (1):

mpq ¼ ∑x;yx
pyq x; yð Þ ð1Þ

The orientation of the corners is calculated using the intensity centroid of image patches using
eq. (2):

C
m10

m00
;
m01

m00

� �
ð2Þ

From the center of the patch to centroid, the angle is given by eq. (3)

atan2
m10

m00
;
m01

m00

� �
¼ atan2 m01;m10ð Þ ð3Þ

The ORB uses OFAST for the quick key focuses on the direction and RBRIEF for the BRIEF
descriptor with orientation (rotation) angle. The sample used in BRIEF descriptor is trans-
formed using the orientation.

3.2 SIFT (Scale Invariant Feature Transform)

The SIFT detector extracts a number of attributes from an image in such a way which is
reliable with changes in the lighting impacts and perspectives alongside with other imagining
viewpoints. The SIFT descriptor will distinguish nearby elements of an image.

The major stages in SIFT are: -

& Detector
Find Scale Space Extreme Detection.
Key point localization and filtering
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& Descriptor
Orientation Assignment.
Feature Description

& Similarity
& Feature Matching

4 Feature dimensions reduction techniques

The following techniques are used to reduce the dimensions of the feature vector, as a large
number of features has been extracted using the integrated technique.

4.1 K-means clustering

In K-means clustering algorithm, the Euclidean distance method or the max-min measurement is
used to calculate the distance between the centroid of the cluster and an object. A set of n
descriptor array and K-means clustering algorithm is used to cluster n descriptor array into a K
number of clusters and tominimize the intra cluster variance as described in the following eq. (4).

args ¼ min∑k
i¼1∑x jεsi X j−μi

� � ð4Þ

Where k = 1, clusters Si = 1, 2 ... K(64) and μi is the center of all points Xj in Si.
The entire process can be described as follows:

Step 1: Randomly select 64 instances from a set of n descriptor array.
Step 2: Assign every instance to its closest center point.
Step 3: Update a cluster center.
Step 4: Finally obtain 64 clusters by assigning instances according to closest center points.
Step 5: Calculate a mean of each cluster.

4.2 Locality preserving projection

LPP (Locality Preserving Projection) is utilized to reduce the higher dimensional space into
lower dimensional space for information storage. LPP takes a shot at neighborhood data about
the informational LPP that is keeping the desired information and discarding the undesired
data. PCA (Principal Component Analysis) keeps less information about the data than LPP.
LPP for dimensionality diminishing works in three stages as follows:

& First an Adjacency graph for data is generated using space xi∈Rdand nodes for undirected
graph i = 1.. . N.

& Weights are selected for graphs which are represented using similarity matrix [pij].

pij ¼ e− xi−x jð Þ2=t; if xi∈kNN xj
� �

or x j∈kNN xið Þ
0; otherwise

(
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& Eigenvector and Eigen value equation are computed:

XLXTσ ¼ λXDXTσ:

Where X =⟨x1|…….| xn⟩, D is a matrix with sum of P. Using row or column diagonal terms,
dii¼ ∑

j
pij, L is Laplacian matrix L =D − P, σ projection matrix.

5 Proposed integrated system for object recognition

The proposed system of object recognition consists of various phases, namely, image acqui-
sition, pre-processing, feature extraction, classifier prediction and lastly object recognition.
Block diagram of the proposed framework for object recognition is depicted in Fig. 2. Image
acquisition is the process of acquiring an image from the environment from any source
(whether using a camera or from already available database) and to convert an acquired image
into digital form. The digital image then undergoes the preprocessing stage. Preprocessing is a
preliminary phase of an object recognition system. The most crucial stage is feature extraction,
which is used to extracts different features (may be hand crafted or machine learned) of the
preprocessed image that results in some quantitative information of interest. This phase
analyzes a set of features that can be used for distinctively grading the shape present in the
image. Extracted features are global and local in nature and aims to detect the objects present
in the image. Global features include the geometrical shapes, texture, size, color etc. after
feature extraction last stage is to train the classifier using these features and then test the images
for accurate classification. In the proposed work, image acquisition and preprocessing is not
required as a public dataset Caltech 101 is used for experimentation. Preliminary features from
the input image are extracted to recognize an object by using geometrical shape features (stage

Recognition 

Target
Image Acquisition Image Acquisition

Pre-Processing

Feature Extraction Feature Extraction

Pre-Processing

Train Classifier Classification

Training Phase Testing Phase 

Post-Processing

Fig. 2 Block diagram of Object Recognition System
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3). SIFT and ORB features extraction methodologies are used for extracting image feature
descriptors. Further, K-means clustering algorithm is used to generate ‘K’ number of clusters
using the descriptor array. Lastly, LPP is used to reduce the dimensions of the feature vector.

5.1 Proposed algorithm

Input: Query Image.

Step 1: Extract a feature descriptor from images of training dataset using ORB and SIFT
feature extracting methods.

Step 2: Use K-means clustering algorithm to generate 64 clusters, for every descriptor array.
Then, compute the mean of every cluster to obtain a 64 dimensional feature vector
for every descriptor.

Step 3: Use LPP dimensionality reduction algorithm to reduce the feature vectors of 64 units
into 8, 16 and 32 components.

Step 4: Integrate the both feature vectors i.e. ORB and SIFT and store the combined feature
vector in database.

Step 5: Train the proposed system using a combination of ORB and SIFT feature vectors to
obtain the classifier model.

Step 6: Test the trained classifier model by inputting the query object image and extract the
ORB and SIFT features of a questioned image.

Step 7: Predict the similarity between query object data features and trained dataset using the
model classifier.

6 Dataset and experimental results

This section, presents the experimental results obtained using the proposed object recognition
system. A dataset namely Caltech 101 consisting of 9197 samples, has been considered for
experimental work [10]. We have taken 8000 samples (100-classes) from this entire dataset.
This dataset consists of 100 generic object categories. A few samples of this dataset are shown
in Fig. 3. Entire dataset is divided into two categories, namely, training dataset and testing
dataset. In training dataset 70% data of the entire database has been used and remaining 30%
data is considered as testing dataset.

All object images of the dataset are tested using ORB and SIFT features. Each image produces a
different array length due to different sizes of images, so K-Means (K = 64) clustering algorithm is
applied to build the uniformity in the dimensions of the feature set. Further, the LPP dimensionality
reduction method is used to reduce the dimensions into 8, 16 and 32 dimensional feature vectors.
The ORB and SIFT features are extracted independently and finally, the integration of ORB and
SIFT features is used for the improvement of the performance of the proposed system. In the
classification phase, three different classifiers are considered, namely, k-NN, Decision Tree, and
Random Forest. All these classifier algorithms have different advantages and disadvantages. High
bias and low variance classifiers e.g., Naive Bayes (Cestnik et al. [6] are more suitable for smaller
training set. But low bias/high variance classifiers e.g.KNN [7] are beneficial when the training set is
large. Decision trees [28] are easy to interpret and explain. They can handle feature interactions
which are non-parametric. Random forests [5] aremost popularly used for problems in classification
as they are fast, scalable and no tuning of parameters is required as in SVMs.
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The performance of the proposed system is measured based on four parameters: TPR (True
Positive Rate), FPR (False Positive Rate), Precision Rate and AUC (Area under Curve). TPR
states the rate at which the positive instances are correctly classified. High recall indicates the
class is correctly recognized. FPR states the rate at which the negative class labels, which has
been classified correctly. Precision is the ratio of correctly classified positive instances to that
of the total number of instances that have been classified as positive by the classifier [8]. All
the experimental results are tabulated in Table 1.

Object_Category Object_Image Object_Category Object_Image

Airplane Cup

Anchor Dolphin

Barrel Elephant

Brain Grand_Piano

Camera Helicopter

Car Motor Cycle

Fig. 3 A few samples of dataset
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The precision comparison for all the classifier are illustrated in Fig. 4. The best accuracy is
obtained for SIFT+ORB (8 + 8) feature set with random forest, i.e. 85.42% with a low
dimensionality of 16 features.

A precision rate of 76.9% is obtained using SIFT feature descriptors and Random forest
classifier as shown in Fig. 5. A precision rate of 69.8% has been achieved using ORB feature
descriptors and Random forest classifier, as shown in Fig. 6. A combination of these two
feature descriptors, namely, SIFT and ORB has been also tested.

Using this combination, the best precision rate of 85.6% has been achieved using 16 feature
descriptors (8 feature descriptors of SIFT and 8 feature descriptors of ORB) as depicted in Fig.

Table 1 Experimental Results Based on SIFT and ORB on Caltech 101

Experimental Results Based on SIFT and ORB on Caltech 101

Evaluation
Measures

k-NN Decision
Tree
(DT)

Random
Forest
(RF)

k-NN Decision
Tree
(DT)

Random
Forest
(RF)

k-NN Decision
Tree
(DT)

Random
Forest
(RF)

SIFT
features

8 features 16 features 32 features

TPR 58.40% 60.90% 76.60% 59.60% 65.00% 74.80% 67.30% 69.30% 67.30%
FPR 1.60% 1.10% 0.90% 1.70% 1.10% 1.00% 1.20% 1.10% 1.20%
Precision

Rate
59.60% 61.30% 76.90% 60.50% 64.30% 75.00% 67.00% 69.40% 67.00%

ROC 85.20% 90.00% 98.90% 79.00% 89.40% 98.80% 98.00% 88.30% 98.00%
ORB

features
8 features 16 features 32 features

TPR 53.40% 58.60% 69.60% 56.20% 63.10% 68.60% 43.80% 65.20% 62.00%
FPR 1.80% 1.40% 1.40% 2.00% 1.40% 1.40% 2.40% 1.40% 1.50%
Precision

Rate
54.30% 55.70% 69.80% 57.70% 61.00% 69.10% 46.20% 63.20% 62.00%

ROC 82.30% 91.30% 98.50% 81.80% 91.00% 98.40% 74.10% 89.60% 97.70%
SIFT+

ORB
features

8 + 8 features 16 + 16 features 32 + 32 features

TPR 59.80% 78.80% 85.40% 53.60% 81.10% 80.20% 37.30% 80.50% 69.80%
FPR 1.70% 0.80% 0.80% 2.00% 0.90% 0.90% 2.90% 1.00% 1.10%
Precision

Rate
61.10% 79.20% 85.60% 53.80% 81.30% 80.40% 41.40% 80.80% 68.60%

ROC 79.10% 94.80% 99.30% 75.40% 94.20% 99.10% 67.20% 92.20% 98.50%

Fig. 4 Precision comparison of proposed features
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7. Figure 7 shows a decrease of AUC compared with Fig. 6 or Fig. 5, because the AUC is
depends on the quality of feature and number of components in feature vector for recognition.

6.1 Comparison with other techniques based on hand crafted features

Table 2. Shows the results for multi-class classification on Cal-Tech101 dataset. Our approach
outperforms the existing state-of-the-art techniques for the same setup. Different algorithms
utilizing shape matching, texture descriptors, visual similarity and pyramid matching are
compared with the proposed technique. The best results on Caltech101 dataset (75.67%) are
currently reported by Huang et al. [14] based on visual similarity. The experimental setup of
Grauman and Darrell [12] and Zhang et al. [33] is imitated i.e. training is done on 30 images
per class and the number of test images is limited to 50 per class. These results demonstrated
that the SIFT8 features have outperformed all the existing state of art hand crafted algorithms.
ORB8 performed better than all but visual descriptors. The results for SIFT8 and ORB8 are
much encouraging as they further improved the classification accuracy remarkably.

6.2 Comparison with other techniques based on CNN features

Now a days the hand crafted features are getting replaced with CNN based machine learned
features. These features are extracted automatically in contrast to features extracted using
human knowledge. Although these proved to be robust but still their consistency and

Fig. 5 Experimental Results Based on SIFT Features
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Fig. 7 Experimental Results Based on SIFT+ORB Features

Fig. 6 Experimental Results Based on ORB Features
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effectiveness needs to be tested thoroughly. Liu et al. has experimented CNN algorithm like
ResNet, Vgg19 and AlexNet with different classifiers and dataset to prove their effectiveness
for object recognition. We have compared the results of proposed features with those CNN
based features using decision Tree classifier. The Accuracy obtained for decision tree classifier
is tabulated in Table 3.

The best accuracy obtained with decision tree classifier is using SIFT16 +ORB16 features
i.e. 81.13. If we compare this accuracy with CNN based classifier results, these are better than
ResNet and Vgg19 results as illustrated in Table 4.

Only AlexNet achieved 85.2% accuracy. But if use random forest instead the accuracy
achieved id comparable with AlexNet i.e. 85.42%. Hence, the efficiency of hand crafted
features is well proved. Further, it would be interesting to experiment that whether the
integration of hand crafted and CNN based features could improve the results further. But, it
is out of the scope of present work and can be experimented in future.

7 Conclusion

Computer vision and image processing is a domain where a lot of advancement is possible for
feature extraction and classification. One of them is to improve the recognition accuracy. In
this paper, a novel integrated technique using ORB and SIFT features are proposed for generic
object recognition. Further, feature dimension is reduced by K-means clustering and LPP
approach. It is demonstrated that the proposed technique performs better than already existing
techniques for object recognition. Each feature component is firstly evaluated individually as it
is of the interest to assess. Then, their integration is analyzed. This evaluation is performed and
analyzed thorough experimental work. The performance of proposed methodology is assessed
by considering various parameters such as True Positive Rate (TPR), False Positive Rate
(FPR), Precision Rate, and Area Under Curve (AUC). Authors have achieved an efficient
precision rate and accuracy of 85.6% and 85.42%, respectively, for 8000 samples of 100-class
samples of generic objects. The presented work is compared with many state of art algorithms.
Encouraging findings are obtained for the proposed classifier when compared with CNN
feature based classifiers.

Table 4 Comparison with existing CNN feature based state-of-the-art work

Technique Proposed features + DT Proposed features + RF AlexNet +DT Vgg19 +DT ResNet+DT

Accuracy 81.13% 85.42% 85.20% 75.80% 75.80%

Table 3 Accuracy obtained for decision tree classifier

Accuracy obtained for Decision Tree Classifier

Features 8 16 32 Best

SIFT 60.87% 64.96% 69.29% 69.29%
ORB 58.60% 63.07% 65.16% 65.16%

SIFT+ORB 78.78% 81.13% 80.47% 81.13%
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Abstract
Document forgery has increased enormously due to the progression of information technology and image processing

software. Critical documents are protected using watermarks or signatures, i.e., active approach. Other documents need

passive approach for document forensics. Most of the passive techniques aim to detect and fix the source of the printed

document. Other techniques look for the irregularities present in the document. This paper aims to fix the document source

printer using passive approach. Hand-crafted features based on key printer noise features (KPNF), speeded up robust

features (SURF) and oriented FAST rotated and BRIEF (ORB) are used. Then, feature-based classifiers are implemented

using K-NN, decision tree, random forest and majority voting. The document classifier proposed model can efficiently

classify the questioned documents to their respective printer class. Further, adaptive boosting and bootstrap aggregating

methodologies are used for the improvement in classification accuracy. The proposed model has achieved the best accuracy

of 95.1% using a combination of KPNF ? ORB ? SURF with random forest classifier and adaptive boosting

methodology.

Keywords Document forensics � Printer forensics � KPNF � SURF � ORB � AdaBoost � Bagging

1 Introduction

Digital documents and their use have become increasingly

dominant in the present era. It is almost impossible to avoid

their use these days. These digital documents could be

official contract images, bills and checks, etc. Paperless

world is the objective behind these digital documents.

Moreover, a digital document is easy, economical and

efficient to maintain as compared to a hard copy, but its

security is a challenge. Manipulation of digital documents

has increased enormously due to the progression of infor-

mation technology and image processing software. Docu-

ment analysis and its authentication is a critical challenge.

Important documents such as bank cheques, educational

certificates, passports have watermarks on them which

authenticate the digital document. Although active tech-

nologies dominate in this domain, still passive analysis for

unprotected documents is always required. Active tech-

nologies add some security features in the digital docu-

ment. Active approaches mainly use digital signatures or

watermarks as defensive measures to protect the images.

Originality and legitimacy of images and digital documents

can be checked using the watermark or signature embedded

in the image. Active techniques are used to protect copy-

right images and important documents. In active approach,

a watermark or signature code is embedded in the image

itself. It is embedded in the form of bits. These bits can

later be extracted and checked to validate the image (Tayan

et al. 2014). Forensics are basically divided into two cat-

egories, namely active or passive. These are briefly dis-

cussed in sub-sections.

1.1 Active forensics

The most popular active forensics approach for digital

image authentication is watermarking. In watermarking
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technique, some signal or data is embedded directly into

the audio, image or video signal which needs protection.

Embedded data are usually the extra information that

travels with the digital signal. This extra information is

usually embedded as discontinuous bits in the signal block.

Whenever the original signal undergoes any alteration, the

embedded data get lost or modified. Thus, watermarking

provides an indication of ownership of the object.

Embedded extra information is visible in the image in the

case of visible watermarking. In the case of invisible digital

watermarking, message is hidden as digital data in audio,

picture or video as encoded bits. Invisible watermarks are

not apparent, but their presence may be identified (Tao

et al. 2014). A watermarking system usually has an encoder

and a decoder. Host signal along with watermark and

security key is fed to the encoder. The encoder inserts the

watermark into the host signal. Various algorithms are

available to perform the embedding of the watermark. The

outputs of the encoder are the security key and the water-

marked contents. A watermark extractor or detector

involves a two-step process. First, some scrambling algo-

rithm is applied to extract the watermark from the received

signal. Then, the extracted unreliable watermark is ana-

lyzed and compared with the original one. Finally, confi-

dential assessment is done to authenticate the host signal

(Bianchi and Piva 2013; Tao et al. 2012). The main char-

acteristics of a watermark are imperceptibility, capacity,

security, robustness and false positives. A number of dif-

ferent watermarking techniques based on spatial and

transform domain have been contributed by researchers.

Spatial domain watermarking is attractive because of its

simplicity and pre-assessment to robustness, capacity and

imperceptibility. However, spatial domain-based solution

is not so robust. A frequency domain-based solution like

singular value decomposition (SVD) and discrete wavelet

transform (DCT) are used as alternative techniques for

decomposing images for watermarking (Cox et al. 2000).

Another popular approach which is widely used for digital

document authentication and copyright is digital signature.

The digital signature is a mechanism to provide the proof

of legitimacy of the originator. Digital signatures are also

unique as of handwritten signatures. Digital signature

needs a public and a private key. Private key is used to

produce digital signatures by the signing authority, whereas

the public key is used by the receiver of the signed docu-

ment to decrypt the signature. The electronic signature is

created using the private key owned by the signer. The

signer needs to keep the private key secretly. Then, a hash

algorithm is applied to create hash data corresponding to

the signed document. Afterward, an encryption algorithm

is used to encrypt the hash data. This encrypted data are

known as a digital signature. A time stamp is also associ-

ated with the digitally signed document. If the document is

modified after the signature, the digital signature gets dis-

torted. For example, a service provider signs an agreement

with his customer to provide some services. The service

provider will be using his private key to generate the sig-

nature. Then, the customer receives the document and the

public key. If the public key is not able to decrypt the

signature, it means the signature is not authentic and the

signature is considered invalid. Digital signature schemes

are either symmetric or asymmetric-key systems. They

ensure content legitimacy, reliability, and data privacy

during transmission. The two most commonly used public-

key digital-signature schemes are the Rivest–Shamir–

Adleman (RSA) public-key encryption algorithm and the

digital signature algorithm (Tayan et al. 2014; Subramanya

and Yi 2006).

1.2 Passive forensics

Most of the available active methods embed security fea-

tures in images/documents. These methods are costly and

practically difficult to use. The need is to have easy, fast

and low cost solutions to detect forged images/documents.

A passive approach detects the image/document authen-

ticity based on its intrinsic fingerprints. It does not use any

preventive measure in advance. Most of these techniques

are based on capturing the acquisition fingerprints of the

digital document. These fingerprints utilize the traces left

by acquisition device used to produce a digital document.

A digital acquisition device has various components. These

components tend to alter the input signal in some particular

ways and leave intrinsic fingerprints in the image. Camera

optical system, the image sensor and camera software have

their unique fingerprints. Even if the acquisition step

remains same, but still the fingerprints of sensors and

camera may differ due to use of hardware from different

manufacturers. Imaging sensors in source devices have

various defects which may result in disturbances in the

pixel intensity values. The sensor noise could be present

due to pixel defects, fixed pattern noise or photo response

non-uniformity (Bayram et al. 2005, 2008). The absence of

coherence in sensor noise can be taken as a clue of printed

document forgery. Some researchers presented texture

features for printer recognition. Others used local features,

such as line edge unevenness, area difference and rela-

tionship coefficients, for individual characters present in

the image (Mikkilineni et al. 2004, 2005a; Lampert et al.

2006).

In the present study, the noise and other key features of

printed documents are analyzed for the printer identifica-

tion. The proposed technique used printer noise, ORB and

SURF features to examine the forensic documents printed

by different printer resources. Different combinations of

these feature extraction methods are also explored. Three

S. Gupta, M. Kumar
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classification methodologies, namely the k-NN, decision

tree, random forest and majority voting of these three

classification techniques, are considered for the classifica-

tion task. Further, the classification results are improved

using adaptive booting and bootstrap aggregating

methodologies. This paper is divided into nine sections.

Introduction of present work is discussed in Sect. 1. Sec-

tion 2 presents work related to document forensic exami-

nation. Feature extraction techniques and classification

techniques are presented in Sects. 3 and 4, respectively.

Section 5 depicts the introduction about adaptive boosting

and bootstrap aggregating methodologies. Block diagram

and working of the proposed system are presented in

Sect. 6. Experimental results based on the proposed system

are depicted in Sect. 7. Section 8 presents the comparative

study between state-of-the-art work and proposed work.

Finally, in Sect. 9, authors have presented the conclusion

of the present work.

2 Related work

The main approaches for printed document classification

are halftone-based detection, texture-based detection, and

printer noise-based detection.

2.1 Halftone-based detection

Bulan et al. (2009) utilized association between geometric

degradation due to laser printing for document forensics.

This artifact was highlighted based on the difference of the

region that a printer should have printed and the region that

it actually printed. Geometric traces of printers were

extracted by the dot positions in halftone documents. The

positions of points in the test image were correlated. The

performance of the proposed method was evaluated for the

printer model identification. A database of printer signa-

tures was generated by extracting geometric distortion

signatures from several documents from each printer type.

The mean of signatures was considered as printer signature.

Geometric distortion signatures of test documents exhib-

ited a high correlation with the corresponding printed sig-

natures. A low correlation was exhibited for cases where

the document was matched with other printer signatures.

Wu et al. (2009) utilized the geometric degradation for the

recognition of source printers. The proposed model per-

formed feature extraction from the whole document image.

A projective transformation was modeled to represent the

geometric degradation. The center of letters was used to

extract the degradation from scanned document and its .tiff

image version. This model used singular value decompo-

sition and removal of outliers. The resulting features were

used to link the document and its source printer. A subset

of the features was used as input feature vectors to a

machine learning classifier. Twelve pages per printer (total

10), i.e., total 120 pages, were printed. The experimental

results demonstrated the acceptable classification accuracy,

but the considered dataset was small. Ryu et al. (2008)

proposed identification of halftone texture in high resolu-

tion, scanned color documents. The histograms of angles

from Hough transforms were calculated from each CMYK

band. The document and its source were mapped based on

high correlation. The evaluation of the proposed technique

was performed on 9000 images obtained by 9 electro-

photographic process (EP) printers. Forty different images

were printed from each printer with 600 dpi.

2.2 Texture-based detection

Banding effects present on the document were studied by

Ali et al. (2004). It was discussed that EP printers show

signs of quasi-periodic banding effects. This approach was

efficient for colored documents but not for text documents.

These documents contain only a small range of gray levels.

Mikkilineni et al. (2004) used low-cost printers for their

experiments. The intrinsic signature was extracted from a

high-resolution scanned image. It was then used to design

and drive the extrinsic signature. The identifying infor-

mation such as the printer serial number and date of

printing was encoded during the document printing. These

embedded watermarks acted as extrinsic signature of

image. Mikkilineni et al. (2005a) used gray level co-oc-

currence matrices (GLCM) statistics based on textural

features to identify the source of text documents. Docu-

ments were scanned at 2400 dpi with eight bits by pixel,

and statistical features from GLCM were extracted for each

‘e’ character. Source printer classification was done using

5NN classifier. But the presented technique required the

prior information about the printers in question. The limi-

tation was that if the document source printer was not

present in the classifier training data set, then it was mis-

takenly classified as one of the known printers. This tech-

nique was not robust to multiple font sizes, font types and

different characters. Mikkilineni et al. (2011) used clus-

tering and Euclidean distance to classify documents from

different printers. Forensic printer identification was per-

formed to find whether a document may or may not belong

to a known set of printers. A classifier for printer identifi-

cation was proposed using intrinsic signatures of the

printers. The intrinsic signature was based on electrome-

chanical properties of the printer. These signatures were

unique to each printer and so it was difficult to forge them.

Sequential feature selection and linear discriminant anal-

ysis were used to reduce the feature dimensionality. Tsai

and Liu (2013) used GLCM statistics along with wavelet

transform features. A specific character of the Chinese

Forensic document examination system using boosting and bagging methodologies
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language was used for the texture pattern extraction from

the scanned document. The Chinese printed resources were

analyzed in order to find the source of printers. The feature

selection technique and SVM were used to propose the

source model of the documents. The average source iden-

tification rate was 98.64%. The proposed identification

method was very useful for laser printer source identifi-

cation. Ferreira et al. (2015) proposed three variant tech-

niques for laser printer identification. The solutions used

low-resolution scanned documents. First proposed method

used two descriptors based on multi-directional and multi-

scale texture properties from micro-patterns. These

descriptors were obtained from either letters or regions of

interest. The inner part of printed letters was focused.

Convolution texture gradient filter (CTGF) was proposed

as a second descriptor. The CTGF is the histogram of low-

level gradient filtered textures. Texture artifacts were

investigated on segments of a document. These segments

were called frames. The advantage of the third approach

was that the printing source of a document was identified

even if parts of it were unavailable. The accuracy of the

first approach was 97.60%, 98.38% and 88.58% for char-

acters, frames and documents, respectively. The accuracy

of 94.19% and 88.45% was obtained for frames and doc-

uments, respectively. A new document dataset was pro-

posed which is freely available for experimentation.

Tsai and Yuadi (2018) performed printed source iden-

tification using microscopic images. A detailed texture and

structure information was obtained due to high magnifi-

cation of the document image. It was stated that micro-

scopic techniques could retrieve the shape and surface

texture of a printed document. The proposed approach

utilized image processing techniques and statistical fea-

tures like local binary pattern (LBP), gray level co-occur-

rence matrix (GLCM), discrete wavelet transform (DWT),

spatial filters, Haralick, and segmentation-based fractal

texture analysis (SFTA) features. LBP approach achieved

the highest source identification rate of 99.89%. Joshi and

Khanna (2017) mentioned that while examining the docu-

ments, most of the approaches required the original/au-

thentic documents to compare the character font. A local

texture descriptor-based approach was proposed by them.

The experimental results indicated that the techniques

performed best for character printed in the same font setup.

It achieved better recognition for printers of the same brand

and model.

2.3 Printer noise-based detection

Khanna et al. (2007) performed camera image forensics

based on scanner noise analysis. A unique noise pattern of

each scanner brand was used for source device identifica-

tion. First set of proposed features consisted of statistical

properties such as mean, median, standard deviation,

skewness and kurtosis. The periodicity between different

rows of the fixed component of the sensor noise of a

scanned image was detected using correlation. Second set

of proposed features consisted of statistical properties of

these correlations. 16D feature vector was obtained for

each scanned image. These features captured the essential

properties of the image and discriminated between differ-

ent scanners. The second set of features represented the

fixed component of the pattern noise. For low-quality

scanners, a large amount of random noise was present in

the document because of fluctuations in lighting conditions.

The inter-row correlation in this case was quite small as

compared to a high-quality scanner. This method obtained

promising results for detecting spliced/forged documents

made through the combination of two or more different

document images. Elkasrawi and Shafait (2014) extracted

features from the noise image, similar to Khanna et al.

(2007). Ali et al. (2004) approach was extended with more

number of text lines in the document. Low-resolution

scanners were used for printer identification. The statistical

features of pattern noise, produced by flatbed scanners,

were used. The text lines were extracted using Tesseract-

OCR (Smith 2007). Then the noise patterns were extracted

from the filtered image subtracted from the original image.

A binary image was obtained using Otsu threshold and

median filtering. 15D feature vector was obtained based on

mean, standard deviation, skewness and kurtosis. Features

were extracted row- and column-wise from the gray image.

The advantage of proposed statistical features was their

independence on image content or size. Three sets of

experiments were conducted. The average accuracy

obtained for binary classification of inkjet and laser printer

was 93:57% and 78:46%, respectively. The overall accu-

racy was low as the number of printers considered

increased.

2.4 Other methods

Ryu et al. (2008) used image quality measures for docu-

ment forensics. Different measures related to pixel differ-

ences, similarity between two images, frequency domain

characteristics and human visual system characteristics

were proposed. SVM print classifier was used for classi-

fying the questioned document as real or fake. One laser

printer, one inkjet printer and one scanner were used for

experimentation. The SVM classifier was evaluated with

the data sets prepared from the combination of all printers

and scanner. The classifier achieved an accuracy of 80%.

Kee and Farid (2008) modeled geometric deterioration

resulted due to document printing. Frequently occurring

letters were used for study. A simple scanner of 300 dpi

resolutions was used for scanning the documents.
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Document tampering detection and source identification

were achieved. A model based on a set of degraded char-

acters was presented. This printer profile was exploited for

source printer recognition and local manipulation detection

in a document. Proposed technique was capable to distin-

guish between printers of different make and model, but it

could not differentiate printers of the same make. Schulze

et al. (2008) examined the printed characters quality. It was

assumed that different printing techniques leave different

effects on the printed text. Textural and edge-based gray

level features were used. Low scan resolution scanners

were used that were usually used for high throughput

scanning systems used for document management systems

(DMS). The goal was to utilize the proposed features for

low-resolution document scans. Other aspects like paper

quality, ink type and document aging were ignored. Forty-

nine laser and 13 inkjet printers were evaluated. Examined

features performed better as compared to existing solu-

tions. But the appropriate feature set needs to be chosen for

different scan resolutions before use. The feature perfor-

mance was dependent on the selection of classifier. Basic

classification methods like decision trees provided high

classification accuracy.

Schreyer et al. (2009) used discrete cosine transform

(DCT) features to characterize photocopied, inkjet and laser

printed documents. This technique extracted statistical fea-

tures in the noise image, gradient image, the DCT image and

the multi-resolution wavelet image. Document image noise

was obtained by using mean, median and Gaussian filtering

techniques. Mean, standard deviation, correlation and mean

squared error were calculated from the original and de-noised

document image. Gradient analysis was performed for

extracting statistical information about fine image intensity

variations corresponding to character edges and noisy image

regions. Different gradient filters were applied, and gradient

histogram was calculated for each document image. Mean

and standard deviation are obtained for different histogram

intervals. DCT frequency analysis was performed using mean

and standard deviation of DCT coefficients. Multi-resolution

wavelet analysis was performed using the Haar, Daubechies

wavelets and Coiflets. Mean and standard deviation were

obtained at different scales of wavelet decomposition. These

features were used as feature vectors for machine learning

classifiers. Image classification was done using multilayer

perceptron (MLP) and SVM. The highest classification

accuracy was achieved using DCT frequency analysis and

SVM classification. It was 92.92% and 99.08% at 400 dpi

and 800 dpi, respectively.

Choi et al. (2009) proposed forensic analysis of wavelet

transform statistical analysis in the RGB and CMYK

images to identify the source of color documents. Color

laser printer identification scheme was presented for half-

tone images. Skewness, kurtosis and correlation features

were used to train a SVM classifier. Results were obtained

for a non-public dataset containing printouts from 9 dif-

ferent printers. Color printing techniques were different for

each brand. The images were categorized into 4 image sets

depending on the brand. The average classification accu-

racy achieved for color laser printer brand, color toner and

color laser printer model was 97.89%, 92.28%, and

80.24%, respectively. Van et al. (2009) detected document

irregularity. The text lines in questioned documents were

examined for disarrangements to detect tampering. A line

extraction algorithm was presented to detect the skew and

orientation. The effectiveness of the method was illustrated

on University of Washington-III (Phillips 1996) document

dataset. A total of 159 images from the dataset were con-

sidered for experimentation. The proposed technique was

evaluated against an available, open source, orientation

detection technique. The proposed method was more effi-

cient when tested for UW-I dataset and their own dataset.

The main advantage of the proposed method was that

orientation and skew were estimated in one step. Van et al.

(2013a) extended this technique. An automated approach

based on text-line rotation and alignment features was

proposed for the verification of documents. Experimental

evaluation of the proposed technique achieved the area

under curve of 0.89%. The proposed approach was useful

especially for high-volume documents due to its automatic

nature.

Jiang et al. (2010) proposed Benford’s law-based 9D

feature vector for printer forensics. The printer’s make and

model were detected using the Benford’s law. The first

digit probability distribution of DCT coefficients were

extracted from printed and scanned images. It was

emphasized that a good forensic feature should be inde-

pendent of the image content and it must be robust to the

random noise. The ideal classifier must have high effi-

ciency with less numbers of features. Proposed classifier

used only nine forensic features based on the Benford’s law

characteristics. The obtained printer identification rate was

94% for five distinct printer brands. Tsai et al. (2011) used

a similar strategy, but only the RGB color space was

considered. Similarly, Bertrand et al. (2013) examined font

similarity and deviations of characters in a questioned

document to detect document forgery. The character shapes

were compared, and the structural irregularities were

detected in the document. Two indicators were used to

identify forged documents. The extracted characters that

were many similar or much different in shape were iden-

tified. The detection of copied and pasted region was done

by character shape comparison. The difference between

two character shapes was a distance obtained between their

feature vectors. Binary low-resolution documents were

manipulated roughly for evaluation of the proposed tech-

nique. The used intrinsic features were computed from the
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characters of the document. The second goal was to detect

irregularities in the structure of the document. Character

misalignment, different character size, character position or

character orientation were examples of the inaccuracies.

Software was generated to create fraudulent document

images. Recall and precision values obtained for document

forgery detection were 0.77% and 0.82%, respectively.

Van et al. (2013b) classified printers based on yellow

point patterns in a document. These yellow dots were

specific to a particular printer manufacturer. Printer class

was detected by comparing two basic patterns from two

different document printouts. It was verified whether the

two printouts were from the same printer or not. Decoding

was done automatically to find the serial number, the time

and the date of the printed document. The document

dataset aimed on tracking patterns. These tracking patterns

were called Machine Identification Code. Proposed data-

base contained 1264 images printed from 132 printers.

Accuracy of 93% was achieved for printer classification.

The proposed pattern tracking scheme achieved an accu-

racy of 91.3% and 98.3% for comparison and decoding,

respectively. Gebhardt et al. (2013) used a similar approach

to examine the character edges. The documents were

characterized as either laser or inkjet based on the variance

in the pixel gray-level. Edge roughness was taken as the

major identity for a character printed by a printer. The

character edges were checked for the fluctuations in gray

levels. Local feature extraction based on optical character

recognition (OCR) as a preprocessing step was also pro-

posed. The Tesseract-OCR (Smith 2007) engine was used

to extract the characters. Proposed features were aimed to

identify a source for printed documents. These documents

were scanned at a very low-resolution (400 dpi) scanner.

No prior training was required for the classifier. A new

dataset with documents printed from different inkjet and

laser printers was generated. Each printer printed twenty

different content pages of type contracts, invoices and

scientific literature.

Li et al. (2018) have proposed a novel inkjet printer

source identification using a print sample. They studied 15

low-cost inkjet printers at a microscopic level. They con-

sidered four printer intrinsic features, dot size, dot density,

average distance to nearest dot and nearest dot sector. For

classification, they considered support vector machine

classifier and claimed to achieve reliable results.

3 Feature extraction techniques

Document authentication is usually based on feature

extraction. In this case, the examined document is the input

data. This data are processed to extract features for relevant

information required to characterize the used printer. The

classification of documents based on these features is the

output of the system. Two basic categories in document

examination are local and global features. Local features

examine and analyze the connected components (CCs) or

characters of the document (Amer and Goldstein 2012),

while global features examine the whole document at once.

We have used key printer noise features, oriented (FAST)

rotated BRIEF and speeded up robust features.

3.1 Key printer noise features (KPNF)

The proposed key printer noise features (KPNF) technique

uses global features such as noise and texture to classify the

documents printed by different printer resources. The noise

present in the printed document is the inherent character-

istic of the printer used. Figure 1 represents the noise and

edge images obtained for a sample document. These ima-

ges are used for feature extraction. This noise is extracted

and used for extraction of features such as mean and

standard deviation from the de-noising filers. Average,

Median, Gaussian and Weiner filters are used as de-noising

filters to obtain 8D features.

3.2 Speeded up robust features (SURF)

SURF is a local feature extraction method. For extracting

image feature key points, it utilized local invariant fast key

point detector and for extracting image feature descriptor,

it utilized distinctive descriptor. Key point-based technique

is very useful to overcome the limitations of the block-

based methods. Speeded up robust features (SURF) are

widely used to analyze images. SURF is a local feature

extraction method. Its computational complexity is low as

they follow a non-block approach. It utilized distinctive

descriptor (Cedillo-Hernandez et al. 2013) for extracting

image feature descriptor. It works by extracting the feature

key point from an image as per application. Next, the

orientation is assigned to these key points. The circular

orientation is assigned with respect to the interested key

points. Then, the squared area is tuned according to the

selected orientation. Lastly, Haar wavelet responses are

used to extract feature descriptor. An 8D feature vector is

extracted as a descriptor vector.

3.3 Oriented FAST rotated BRIEF (ORB)

ORB is another popular local feature extraction method. It

used FAST (Features from Accelerated Segment Test) key

point detector for extracting image feature key points. In

ORB, the Harris corner detector method is used to find out

best interested points from those which are detected by

FAST key point detector. It utilized Binary Robust Inde-

pendent Elementary Features (BRIEF) descriptor for
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extracting image feature descriptor (Vinay et al. 2015). The

direction of patch is used for rotation on binary test pat-

terns. The cost of computation is less as compared to SIFT

and SURF, but the magnitude is faster than SURF. ORB

extracts fewer but the topmost best features from an image.

For finding stable interesting key points in image using

FAST detector, it uses intensity of pixel value and

threshold value. ORB extracts the best features from an

image. Finally, an 8D feature vector is extracted as the

length of the descriptor vector similar to SURF. The ORB

algorithm has lower cost of computation and faster mag-

nitude as compared to the SURF algorithm.

4 Classifier selection

A classifier is an algorithm which uses a feature set as input

to train a model. A classifier generates a model after it has

been successfully trained by the training dataset. This

model is then used to classify the test data into their

respective classes. Binary or multi-class classifier may be

selected depending on the problem. Classifier parameters

are chosen or obtained to maximize the efficiency of the

classifier. Various classifier options available are (Kot-

siantis et al. 2007) as decision tree; support vector machine

(SVM); naive Bayes; Bayesian network (BN); artificial

neural network (ANN); K-nearest neighbors (KNN);

logistic regression; random forests, etc. The classifier is

Fig. 1 A sample of a original, b noisy, c logarithmic, d edge document image
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based on the requirement of the feature set to be classified.

High bias and low variance classifiers, e.g., naive Bayes

(Cestnik et al. (1987) are more suitable for smaller training

set. But, low bias/high variance classifiers, e.g., KNN

(Cover and Hart 1967) are beneficial when the training set

is large. High bias classifiers are not adequate to provide

exact models. A naive Bayes classifier will converge

quickly as compared to the logistic regression model and

thus require less data to train. It is fast and easy, but it can

not learn interactions between the features. Logistic

regression (Peng et al. 2002) is particularly useful when the

training data will be expected to increase in the future, and

it is to be quickly incorporated into the model. Decision

trees (Swain and Hauska 1977) are easy to interpret and

explain. They can handle feature interactions and are

nonparametric. The most interesting feature of BNs (Jensen

(1996), compared to decision trees or neural networks

(Foody et al. 1995), is that it takes into account the prior

information about a given problem, in terms of structural

relationships between its features. SVMs (Vapnik 1995)

offer high accuracy, avoid over fitting and can work well

even if data is not linearly separable in the base feature

space. But the choice of the kernel must be appropriate.

Random forests (Breiman 2001) are most popularly used

for problems in classification as they are fast, scalable and

no tuning of parameters is required as in SVMs. But the

conclusion is that better data often beat better algorithms.

Moreover, if the dataset is very huge, then speed or ease of

use must be the deciding parameters (Chen 2015). Some

important parameters while choosing a classifier should be

accuracy, efficiency, robustness, simplicity and size of the

model. A classifier works with the features extracted from

the image data. Initially, a large number of features are

extracted, but a number of features could be reduced. This

is called feature selection. Thus, feature preprocessing/re-

duction is done to reduce the computational cost of clas-

sification (Pereira et al. 2009). In present paper, the authors

have considered, k-NN, decision tree, and random forest

classifier for forensics documents examination. In the k-

nearest neighbor (k-NN) classifier, difference between the

candidate vector and stored vector are computed using

Euclidean distance. It is computed as:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XN

k¼1
xk � ykð Þ2

r

Here, N denotes the number of features; xk denotes the

value of the stored feature, and yk denotes the value of

candidate feature. A decision tree learning algorithm uses

the data characteristics for computing and decision making.

Each node represents the data attributes, and the leaf node

represents a classification. Usually these classifiers are used

to classify various sub-samples within the dataset. A ran-

dom forest is another classifier which eliminates the over-

fitting problem of decision tree. The meta-estimator that

fits the number of decision tree classifiers for an assembly

design is called random forest. The random forest improves

the recognition accuracy using mean values and control

over-fitting. In this paper, the recognition accuracy has

been further improved using a combination of classifiers

and majority voting scheme.

5 Adaptive boosting and aggregate
bootstrapping

5.1 Adaptive boosting (AdaBoost)

A classical problem faced during classification is the

selection of appropriate classifier. Selection of classifier is

a very critical task. Yoav Freund and Robert Schapire

proposed the AdaBoost algorithm to overcome this prob-

lem (Freund and Schapire 1996). It is a technique for

getting an efficient classifier out of weak classifiers. In this

approach, one classifier from the pool of classifiers is

extracted after M iterations to make a committee. All ele-

ments are assigned the same weight initially. The elements

in the data set are weighted for each iteration, according to

their relevance. Larger weights are assigned progressively

where the committee performance degraded. Further new

classifiers are added to the committee by predicting their

possible contribution to solving the tedious problems

(Rojas 2009). In this paper, we have used this methodology

for improving the classification results of printed

documents.

5.2 Bootstrap aggregating (bagging)

Another technique introduced by Breiman considers boot-

strap samples of objects and then trains the classifiers on

each sample. Then majority voting is used to make the

decision based on combined classifier votes. Experiments

proved that the classifier obtained using this technique

converts a weak classifier into an efficient one. Bootstrap

aggregating is an assembly algorithm that first generates

different samples of the training data set and creates a

classifier for each sample. The results of these multiple

classifiers are then combined (such as averaged or majority

voting). The aim of bagging is to estimate cluster label for

each observation for a given number of clusters K. In the

bootstrap aggregating (Breiman 1996), different learning

sets of the same size are formed using random technique

for replacement. Predictors are built for each new dataset

and combined by majority voting. The confidence of pre-

dictions for individual observations is made (Dudoit and

Fridlyand 2003). Kumar et al. (2018) have used adaptive

boosting and bootstrap aggregating techniques for
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improving the recognition accuracy of medieval hand-

written Gurmukhi manuscript.

6 Proposed system for forensic document
examination

This section elaborates the system design and flowchart for

the proposed Model. Figure 2 shows the system design for

the proposed work. Initially, the image features are

extracted. The image dataset is divided in training and

testing dataset. Then, the supervised training is performed

to obtain a classifier model and then testing is performed to

evaluate this system.

Algorithm

Step 1 Input digital image of printed text document

Step 2 Extract feature descriptor vector using KPNF,

ORB and SURF features for each image in

dataset

Step 3 Use Average, Median, Gaussian and Weiner

filter as de-noising filters. Mean and standard

deviation from the de-noising filtered images are

extracted to obtain 8D KPNF features

Step 4 Extract ORB and SURF features from the

images

Step 5 Use K-means clustering algorithm to generate K

numbers of clusters for every descriptor vector.

Compute the mean of every cluster

Step 6 Use LPP dimensionality reduction algorithm to

reduce the feature vector dimensions,

48-dimensional feature vectors is reduced to 8

for both ORB and SURF

Step 7 KPNF, SURF and ORB feature vectors are

stored in a database for training and testing

purpose

Step 8 Train the proposed system using features

extracted in the previous step and apply k-NN,

decision tree, random forest and majority voting

for the classification task

Step 9 Predict the class of questioned documents, by

submitting their KPNF, ORB and SURF features

to the trained classifier

Step 10 Return the class of printer as output for the

questioned document

7 Experimental results

The experimental results of the proposed model are

obtained using an existing document dataset (Gebhardt

et al. 2013) as shown in Fig. 2. This dataset contains

printed documents from 20 inkjet and laser printers as

listed in Table 1. Fifty documents per printer are taken into

consideration. Document of three categories, i.e., contract,

invoice and scientific papers, is included in the dataset. All

documents printed by a printer are unique. A subset of 07

Train using k-NN, Decision Tree, 
Random Forest and Majority Voting

Testing of Classifier Model

Features from training 
dataset Features from testing 

dataset

Test Results
Classifier Model

Predict and classify the document 
image

Extract 8D KPNF, 8D ORB and 8D SURF features

Improve classification results using Adaptive 
Boosting and Bootstrap Aggregating

Document Database
Fig. 2 Block diagram of

proposed document forensics

examination system
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inkjet printers and 13 laser printers are considered for

performance evaluation of the proposed system. For this

purpose, the features are extracted from each document

image. For experimental results, the entire dataset is par-

titioned into training dataset and testing dataset. In used

partitioning strategy, 80% data are taken as training dataset

and remaining data are taken as testing dataset. Fivefold

cross-validation technique is also used to assess the

effectiveness of the proposed system. Four classifiers,

namely k-NN: C1, decision tree: C2, random forest: C3 and

majority voting: C4, are considered in this work in order to

classify the data. All experimental results are computed

using i7 processing with 8 GB RAM. For classification, an

open source WEKA tool is considered in the present work.

A few samples of documents printed using inkjet and

laser printers are depicted in Figs. 3 and 4, respectively.

7.1 Recognition accuracy using various features
and classifiers

The experiments are conducted using KPNF-, ORB- and

SURF-based features independently and then using their

integration. Classifier-wise recognition accuracy is depic-

ted in Table 2. As depicted in this Table 2, maximum

recognition precision of 91.5 has been achieved using

random forest classifier with a combination of KPNF ?

ORB ? SURF features. Experimental results based on

precision rate, RMSE and ROC are graphically presented

in Figs. 5, 6 and 7, respectively.

7.2 Recognition accuracy using bootstrap
aggregating

In this sub-section, recognition results based on bootstrap

aggregating are presented. Classifier-wise recognition

results using bootstrap aggregating are depicted in Table 3.

As shown in Table 3, maximum precision of 88.0% has

been achieved using a combination of KPNF ? SURF

using majority voting as a classifier. Experimental results

based on precision rate, RMSE and ROC using bootstrap

aggregating are graphically presented in Figs. 8, 9 and 10,

respectively.

Table 1 Printers used for experimental work

Category Inkjet/laser jet Make

a Inkjet Officejet 5610

b Inkjet Epson Stylus Dx 7400

c Inkjet Unknown_1

d Inkjet Canon MX850

e Inkjet Canon MP630

f Inkjet Canon MP64D

g Inkjet Unknown_2

h Laser Samsung CLP 500

i Laser Ricoh Aficio MPC2550

j Laser HP LaserJet 4050

k Laser OKI C5600

l Laser HP LaserJet 2200dtn

m Laser Ricoh Afico Mp6001

n Laser HP Color LaserJet 4650dn

o Laser Nashuatec DSC 38 Aficio

p Laser Canon LBP7750 cdb

q Laser Canon iR C2620

r Laser HP LaserJet 4350

s Laser HP LaserJet 5

t Laser Epson Aculaser C1100

Fig. 3 Samples of documents printed with inkjet printer
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Fig. 4 Samples of documents printed with laser printer

Table 2 Experimental results using various features and classifiers

Number of Features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 60.0 54.5 61.0 61.5 19.7 19.7 16.5 19.6 79.1 80.9 95.2 79.6

ORB (8) 60.5 48.5 66.5 65.0 19.7 20.8 15.4 18.7 75.9 78.2 91.1 81.6

SURF (8) 64.5 52.5 76.5 74.5 18.8 17.6 13.6 15.9 80.1 88.9 98.2 86.5

KPNF (8) ? ORB (8) 51.0 62.5 72.5 67.0 21.8 17.9 14.7 18.2 74.2 83.5 96.9 82.6

KPNF (8) ? SURF (8) 67.5 79.5 88.5 88.0 17.8 13.4 10.9 10.9 82.7 93.0 99.3 93.7

ORB (8) ? SURF (8) 57.0 72.5 80.5 76.5 20.5 15.9 13.2 15.3 77.2 89.0 98.7 87.5

KPNF(8) ? ORB (8) ? SURF (8) 59.5 80.5 91.5 85.5 19.9 13.0 11.7 12.0 78.5 91.8 99.5 92.3

Fig. 5 Precision rate using various features and classifiers
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7.3 Recognition accuracy using adaptive
boosting

Next set of experiments has been carried out with adaptive

boosting methodology as presented in Table 4. It has been

observed that the random forest classifier-based integration

of KPNF ? SURF ? ORB when combined with adaptive

boosting methodology achieved 94.0% precision rate.

Experimental results based on precision rate, RMSE and

ROC using adaptive boosting are graphically presented in

Figs. 11, 12 and 13, respectively.

Maximum recognition accuracy of 95.1% has been

achieved using a combination of KPNF ? SURF ? ORB

features and adaptive boosting methodology with random

forest classifier. The confusion matrix for this case (a

combination of KPNF ? SURF ? ORB features and

adaptive boosting methodology with random forest classi-

fier) is depicted in Table 5.

Fig. 6 RMSE using various features and classifiers

Fig. 7 ROC using various features and classifiers
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Table 3 Experimental results using bootstrap aggregating

Number of features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 60.0 60.0 62.0 62.5 17.4 17.0 16.7 16.4 89.4 93.6 95.6 90.7

ORB (8) 58.0 57.5 63.5 65.0 18.9 17.2 16.2 16.8 79.1 88.0 90.8 86.2

SURF (8) 61.0 59.0 72.0 74.0 17.6 16.1 14.2 14.8 88.3 92.9 97.8 93.6

KPNF (8) ? ORB (8) 52.5 69.0 64.5 69.5 18.8 15.1 15.8 14.9 83.3 93.9 93.7 91.2

KPNF (8) ? SURF (8) 67.0 82.0 83.5 88.0 15.7 11.6 11.6 9.4 90.2 97.4 98.1 98.3

ORB (8) ? SURF (8) 55.0 73.0 76.5 81.0 18.9 13.9 13.8 12.0 82.3 95.7 97.6 96.4

KPNF(8) ? ORB (8) ? SURF (8) 58.0 84.0 83.5 87.5 17.8 10.5 12.8 8.8 88.3 97.6 97.3 98.7

Fig. 8 Precision rate using bootstrap aggregating

Fig. 9 RMSE using bootstrap aggregating
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Fig. 10 ROC using bootstrap aggregating

Table 4 Experimental results using adaptive boosting

Number of features Precision rate (%age) RMSE (%age) ROC (%age)

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

KPNF (8) 59.5 61.0 62.0 62.5 19.9 17.54 18.8 17.9 77.3 91.3 86.6 91.8

ORB (8) 60.0 63.0 64.5 65.7 19.9 17.62 18.3 17.9 79.4 91.0 87.6 91.4

SURF (8) 62.0 52.5 75.5 70.5 19.0 20.12 14.9 16.6 79.8 89.8 93.1 91.6

KPNF (8) ? ORB (8) 51.0 71.5 74.0 73.5 21.9 15.37 14.5 15.8 74.2 94.5 96.9 93.7

KPNF (8) ? SURF (8) 67.5 85.0 91.0 91.0 17.8 11.94 10.8 9.3 82.7 98.0 99.3 99.0

ORB (8) ? SURF (8) 57.0 77.5 80.0 83.0 20.5 14.61 13.1 12.6 77.2 94.9 98.7 97.4

KPNF(8) ? ORB (8) ? SURF (8) 59.5 85.0 94.0 91.5 19.9 11.63 11.5 8.6 78.5 98.8 99.7 99.5

Fig. 11 Precision rate using adaptive boosting
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8 Comparison with the state-of-the-art work

The comparison of the present work is done with the state-

of-the-art methods based on GLCM (Mikkilineni et al.

2005a), DWT (Choi et al. 2009), GLCM-DWT (Tsai and

Liu 2013), Cross Center-symmetric LTP (CCSLTP) (Fu

and Yang 2012), multi-directional GLCM (GLCM MD)

(Ferreira et al. 2015) and multi-directional multi-scale

GLCM (GLCM MD MS) (Ferreira et al. 2015). The clas-

sification accuracy of these algorithms is listed in Table 6

and Fig. 14, respectively.

9 Inferences

In this paper, a passive model for source printer identifi-

cation is proposed. It is based on key printer noise features

(KPNF), speeded up robust features (SURF) and oriented

fast rotated and BRIEF (ORB). Size of SURF and ORB

descriptor require a high memory space for storing fea-

tures. Therefore, a K-means clustering and LPP are used.

K-means reduce the descriptor into 64 clusters and LPP

reduce into 8 components each for SURF and ORB fea-

tures. The proposed model based on KPNF ? ORB ?

SURF can efficiently classify the questioned documents to

Fig. 12 RMSE using adaptive boosting

Fig. 13 ROC using adaptive boosting
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their respective printer class as compared to state of art.

Experimental results have affirmed the viability of the

proposed approach and proved the characteristic

advantages

Four classifiers, namely k-NN: C1, decision tree: C2,

random forest: C3 and majority voting: C4, are experi-

mented for classification task. Authors improved the

accuracy of 1.7% with the proposed system using adaptive

boosting and bootstrap aggregating methodologies. Finally,

a precision rate of 95.1% has been achieved using a

combination of KPNF ? SURF ? ORB features and

adaptive boosting methodology with random forest classi-

fier. Integration of features has enhanced the accuracy and

precision of the proposed system with added advantage of

low dimensionality.

Table 5 Confusion matrix for KPNF ? SURF ? ORB features and adaptive boosting methodology with random forest classifier

Classified as a b c d e f g h i j k l m n o p q r s t

Canon_iR_C2620 a 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_LBP7750_cdb b 0 7 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_MP630 c 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Canon_MP64D d 0 0 0 9 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0

Canon_MX850 e 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Epson_Aculaser_C1100 f 0 0 0 0 0 8 0 1 0 0 1 0 1 0 0 0 0 0 0 0

Epson_Stylus_Dx_7400 g 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0

HP_Color_LaserJet_4650dn h 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_2200dtn i 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_4050 j 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0

HP_LaserJet_5 k 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0

Hp_LaserJet4350 o.4250 l 1 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 0 0

Nashuatec_DSC_38_Aficio m 0 1 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0

Officejet_5610 n 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0

OKI_C5600 o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0

Ricoh_Aficio_MPC2550 p 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 11 0 0 0 0

Ricoh_Afico_Mp6001 q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 0

Samsung_CLP_500 r 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0

Unknown_1 s 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0

Unknown_2 t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8

Table 6 Comparison with state-

of-the-art work
Feature extraction technique Feature size (1-D) Accuracy (%)

GLCM 12 86.2

DWT 22 90.6

GLCM-DWT 34 93.4

CCSLTP 128 57.8

GLCM MD 176 93.0

KPNF (8) 8 62.5

ORB (8) 8 65.9

SURF (8) 8 75.5

KPNF (8) ? ORB (8) 16 74.4

KPNF (8) ? SURF (8) 16 91.3

ORB (8) ? SURF (8) 16 83.2

KPNF(8) ? ORB (8) ? SURF (8) 24 95.1
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Digital image watermarking is a technique adopted to get rid of the increasing piracies in 

digital images. Computerized information can be effectively duplicated, altered and 

falsifications be made by anybody having a PC. Most inclined to such vindictive assaults are 

the watermarked pictures distributed in the Internet. Advanced Watermarking can be utilized 

as a device for finding unapproved information reuse and furthermore for copyright security. 

In the existing method, texturization dependant image watermarking methodology is 

performed which involves the embedding and extraction of a logo image to and from an 

original image respectively. After finding out the texture regions of host image, the logo image 

is embedded into the identified texture regions by Discrete Wavelet Transform. Before 

embedding, according to the textual characteristics of the host image analyzed, texturization 

of a logo is done by using Arnold transform and a rotation. It is effective for attaining a similar 

texture for both logo image and host image. Later the logo image is extracted back. Discrete 

Wavelet Transform results in degradation of quality and robustness of watermarked image. 

Also it is not a difficult task for an attacker to compromise the Arnold transform and rotation 

performed. In this work, Lifting Wavelet Transform technique is used instead of the Discrete 

Wavelet Transform as it overcome the above mentioned drawback. In addition, Arnold 

transform and rotation is replaced with circular shift method for enhancing security. 

Keywords: 

embedding, steganography, extraction, 

texturization, watermarking 

1. INTRODUCTION

Advanced Watermarking is the system of installing some 

distinguishing proof data known as watermark into the 

computerized information by its proprietor. On inserting or 

information stowing away a watermarked information is 

produced. Huge quantities of watermarking plans are right 

now accessible [1]. An adequate Watermarking must have 

certain characteristics as heartiness and indistinctness. 

Steganography and cryptography are the other methods used 

to hide the original message generally.  

Steganography is used to embed message within another 

object by changing its properties. In cryptography, plaintext is 

converted to cipher text by using encryption key at sender side 

and other side receiver decrypt cipher text to plain text [2]. 

Watermarking techniques may be visible or invisible in 

nature. In visible watermarking, the watermark that we have 

embedded into the image is visible in nature whereas in later 

case, the watermark is not at all perceptible in nature [3]. Also 

watermarking techniques can be blind, semi-blind or non-

blind in nature. The inception of information stowing away or 

undetectable watermarking might be followed to the time of 

old Greeks who moved their data in the wake of changing the 

substance in a content by swapping the places of letters in 

order. The Greeks consequently had the option to send 

mystery data over the fringe without getting took note. 

There are existing methods which utilizes the techniques 

such as DCT, DWT [4], DFT etc. Also for ensuring more 

security, texturization on logo image is performed in some 

methods. In the existing method [5], texturization based image 

watermarking technique is performed which involves the 

embedding and extraction of a logo image to and from an 

original image respectively. After finding out the texture 

regions of host image, the logo image is embedded into the 

identified texture regions by Discrete Wavelet Transform [6].  

Before embedding, according to the textual characteristics 

of the host image analyzed, texturization of the logo is done 

by using Arnold transform and a rotation [7]. It is effective for 

attaining a similar texture for both logo image and host image. 

Later the logo image is extracted back. 

Discrete Wavelet Transform results in degradation of 

quality and robustness of watermarked image. Also it is not a 

difficult task for an attacker to compromise the Arnold 

transform and rotation performed [8]. In my work, I am using 

Lifting Wavelet Transform technique instead of the Discrete 

Wavelet Transform as it overcome the above mentioned 

drawback. In addition, Arnold transform and rotation is 

replaced with circular shift method for enhancing security.  

Watermarking makes the duplications recognizable and in 

this manner reuse turns out to be practically unimaginable. For 

example the cash notes are watermarked by the legislature as 

confirmation for their credibility [9]. This makes phonies 

troublesome what's more, recognizable from the first. Another 

mainstream utilization of Watermarking is for sealing. 
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Therefore the robustness of watermark, computational 

efficiency increases, boundary artifacts, memory requirements 

and distortion gets reduces [10]. Aim of this research work is 

to ensure more security and quality in watermarking so that it 

overcome some drawbacks of the current technique [11]. 

Various researches on watermarking techniques are going on 

nowadays.  

So a technique which overcome certain existing problems 

may be very useful for the future works. In this work, the 

watermarking technique by Arnold transform based logo 

texturization by Discrete Wavelet Transform scheme is 

implemented and checked the effectiveness of watermarking 

in this stage and finally enhanced the security of watermarking 

by using circular shifting and LWT technique thereby 

avoiding digital image piracies by ensuring ownership of 

images. 

 

 

2. RELATED WORKS 

 

Over the most recent couple of years, there have been 

numerous new and incredible steganography strategies 

revealed in the writing. These incorporate the spatial and the 

change space methods [12]. The benefits of the spatial area 

methods are their effortlessness and computational speed. The 

hindrance is their low capacity to hold up under the assaults 

i.e., they are less vigorous [13]. The change space methods 

have the upside of high capacity to confront the assaults i.e., 

they are increasingly hearty. 

In the main level the mystery picture is covered up in DCT 

coefficients of one of the spread pictures and in the subsequent 

level, the stego picture of the principal level is installed in the 

subsequent spread picture utilizing LSB strategy. This strategy 

not just disguises the mystery message with improved security, 

yet in addition beguiles an aggressor [14]. In any case, the 

disadvantage is its intricacy and need for two spread pictures. 

One of things to come inquiries about referenced in this paper 

is to apply DWT rather than DCT to improve the security. 

The best match is gotten by finding the base Root Mean 

Square Error (RMSE). This technique, which requires a great 

deal of calculations, did not separate the mystery information 

appropriately [15]. Two keys are utilized and the technique for 

transmitting them safely to the beneficiary isn't examined. 

So as to guarantee lossless recuperation, the spread picture 

alteration is done before implanting. The inserting done on 

non-head corner to corner coefficients of the spread square 

guarantees better strength at the expense of the capacity [16]. 

The coefficients having vitality not exactly the edge is utilized 

for implanting. So as to shroud the discourse signals into 

discourse flag, the wavelet coefficients of the mystery 

messages are arranged and afterward concealed utilizing a 

roundabout LSB substitution [17]. 

 

 

3. PROPOSED WATERMARKING SCHEME 

 

The watermarking process is performed by embedding the 

logo image into the host image by several steps. The texture 

and non-texture regions of the original image are calculated. 

Then texturization of the logo is performed by the circular shift 

method. Embedding the logo into the most matched textured 

host image block by comparing the HOG feature by lift ing 

wavelet transform is the next step. Then the watermarked 

image is obtained. 

 
 

Figure 1. System design 

 

For the most part computerized picture watermarking has 

certain necessities, the most significant being power and 

imperceptibility. Power implies that the implanted watermarks 

can't be expelled by purposeful or unexpected advanced 

information changing, called assaults. In spite of the fact that 

strength can be acquired dependent on critical alterations to 

the host information, such adjustments are observable and 

consequently don't fulfill the prerequisite of imperceptibility. 

Since the discrete wavelet change permits free handling of 

the subsequent segments without critical discernible 

association between them, henceforth it is relied upon to make 

the procedure of subtle implanting increasingly successful. 

The initial step is to ascertain a standard deviation map, 

signified by S. Here the standard deviation of each 3*3 square 

focused at position (x, y) is processed by the accompanying 

condition. 
 

   (1) 

 

Here, moderately a high limit of 0.85 is connected.  

This will abstain from setting the watermark in a blended 

locale containing something beyond surfaces.  
 

               (2) 

 

Hog component vector computation is performed for every 

single finished locale: Differences between the directions of 

the texturized logo and the host square impact the 

perceivability of the installed logo. For this, we register a 

histogram of arranged angles (HOG) for host picture obstructs 

here. Hoard is a component descriptor utilized for article 

discovery. It includes events of angle direction specifically 

limited parts or confined segments of a picture. Inclination of 

a picture speak to the directional change in force of a picture. 

Inclination move on from low to high qualities. Hoard figured 

as a thick lattice of consistently separated cells. For improved 

precision, it uses covering neighborhood standardization. 

Standardization procedure changes the scope of pixel force 

esteems to carry picture to a predetermined range.  

Hoard technique incorporates slope calculation, direction 

binning and descriptor squares. Force angles depict the nearby 

item appearance and shape inside a picture. Picture is 

separated into little associated areas called cells. Histogram of 

angle bearings of pixels inside every phone are registered. 
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Descriptor is the connection of every one of these histograms. 

Bit of leeway of utilizing HOG descriptor is that it works on 

nearby cells. In this manner it opposes geometric changes. For 

improved exactness, differentiate standardization of nearby 

histograms should be possible. This can be performed by 

ascertaining a proportion of the power over a bigger area of 

picture called a square. Later by utilizing this worth, cells in a 

square can be standardized.  

Perform texturization on logo picture by round move and 

irregular change: In this stage, the logo is roundabout moved 

by moving the last two bits to the principal position and 

moving the initial six bits to one side. At that point a change is 

performed haphazardly. The yield of this stage is the first 

texturized logo.  

Hog component vector of texturized logo is determined: 

Compute a histogram of situated angles (HOG) for first 

texturized logo picture.  

Find the ideal match of texturized logo picture with that of 

host picture by contrasting HOG include: The outright 

distinction between the HOG of the host picture squares and 

the first texturized logo picture are determined.  

Hide the texturized logo into the coordinated surface area of 

host picture utilizing LWT: The logo picture is inserted into 

the host picture texturized district whose HOG coordinate the 

most.  

From the past stages the finished squares of the hostblock 

alongside the first texturized logo is additionally acquired. A 

weight of 0.01 is connected for lessening the perceivability of 

watermark and to expand the watermark implanting quality. 

This weight worth controls the quality of inserting of logo in 

each finished host picture square. It is important to indicate the 

sub groups of the host picture in which the logo ought to be 

set. The implanting is performed by joining the sub groups of 

the logo picture with the comparing sub groups of the host 

picture, in a weighted design by applying the heaviness of 

inserting for expanding watermark subtlety.  

Lifting wavelet change is a lossless picture pressure strategy 

which decreases the calculation time and quantizing blunders. 

As it is lossless, each single piece in unique picture can be 

recovered totally. It incorporates three activities split, 

anticipate and update. LWT isolates the picture into four sub 

groups as portrayed in the underneath segment.  

The lifting wavelet change is performed to get the host 

picture sub groups LLh, LHh, HLh and logo picture sub 

groups LLl, LHl, HLl, HHl. HHh of every logo picture sub 

groups are implanted into the host picture sub groups and after 

that opposite lifting wavelet change is performed to recombine 

the sub groups. 

 

1 1* hLL alp LL LL= +  

1 1* hLH alp LH LH= +  

1 1* hHL alp HL HL= +  

1 1* hHH alp HH HH= +                           (3) 

 

Obtain watermarked image. 

Divide the different sub bands by the corresponding weight 

to obtain sub bands of the texturized logo. Apply the inverse 

lifting transform to the extracted logo sub bands to obtain the 

extracted logo image. 

 

1 1 /hLL LL LL alp= −  

1 1 /hLH LH LH alp= −  

1 1 /hHL HL HL alp= −  

1 1 /hHH HH HH alp= −                             (4) 

 

 

4. FUNCTIONAL MODULES  

 

The modules include 

 

4.1 Standard Filtration and Dilation 

 

Play out a division dependent on the nearby standard 

deviation and structure the standard deviation map. Parallel 

picture shutting with an organizing component of 9 pixel span 

plate is performed on the double guide. This aides in filling the 

openings and disengaged regions because of edge application 

inside the guide. In this manner double filled guide is acquired. 

 

4.2 Texture calculation 

 

Each block is classified as texture or non- texture region by 

setting a threshold. 

 

A. Circular Shifting and Random Permutation 

 

Logo is applied with Circular shifting and random 

permutation for acquiring the texturized logo. 

 

B. HOG Feature Vector Calculation 

 

HOG feature of texturized logo and the host block are 

calculated. Here differences and similarity between the 

orientations of the texturized logo and the host block are 

spotted. 

 

C. Watermark Hiding 

 

Logo image is embedded into the host image via LWT. 

 

D. Extraction 

 

Logo image and host images are extracted by the extraction 

process. This is the reverse process of embedding. Later the 

above modules of circular shifting and random permutation 

are replaced with Arnold transform and rotation followed by 

using DWT in the watermark hiding module. Performance is 

then measured by the structural similarity map for both cases. 

It is found that the first case shown better result than that of 

the latter case which used the discrete wavelet transform and 

circular shift. The result is checked for different logo images 

and host images. 

 

 

5. RESULTS AND DISCUSSION 

 

The performance analysis of my work is done by calculating 

the structural similarity map. The structural dissimilarity 

between the extracted logo and the original logo must be 

minimum. SSIM is used for measuring the similarity between  

two specified images. The structural similarity (SSIM) 

index is a method for predicting the quality of digital television, 

cinematic pictures, digital images and videos.  

The SSIM index is a full reference metric. Prediction of 

image quality is based on an initial uncompressed image as 
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reference. SSIM is proved to be better than traditional methods  

such as peak signal-to-noise ratio (PSNR) and mean squared 

error (MSE). These methods have proven to be inconsistent 

with human visual perception. Also PSNR and MSE 

approaches estimate absolute errors. But, SSIM is a perception 

based model. It considers image degradation as perceived 

change in structural information. The Binarized and filled map 

of the images are represented in Figure 2. 

 

 
 

Figure 2. Binarized and filled map 

 

SSIM incorporates important perceptual phenomena, 

including both luminance and contrast masking. The Textured 

and non-textured regions are represented in Figure 3. 

Structural information is the idea that the pixels have strong 

inter dependencies especially when they are spatially close. 

These dependencies carry essential information about the 

structure of the objects.  

Luminance masking is a phenomenon where image 

distortions are less visible in bright regions. Contrast masking 

is a phenomenon where image distortions become less visible 

where there is texture in the image. The watermarked image is 

obtained after embedding stage is perceptually similar to that 

of the host image in both the cases when used with circular 

shift, random permutation, LWT and with Arnold transform, 

rotation and dwt. Thus SSIM value is used for the analysis 

study. 

First watermarking is performed by the lifting wavelet 

transform and circular bit shift. The structural similarity map 

of original logo image and the extracted logo image is 

calculated. Then the same is performed in case of discrete 

wavelet transform and Arnold transform. The first case shown 

better result when compared to the second case. 

Figure 4 and Figure 5 shows the input host image and logo 

image respectively. 

It is clearly understood that the structure of extracted logo 

image and original logo image of lifting wavelet transform and 

circular shift has shown a better value than those with discrete 

wavelet transform and Arnold transform. First has a SSIM 

value of 80.5558 whereas in second case, the map is not 

completely white and has a value of 72.6108. 

The proposed method is applied for another three set of 

images also. Rather than the existing method, proposed 

method with lifting wavelet transform as embedding method 

and circular shift as texturization method shows a better 

reconstruction of the original logo. 

 

 
 

Figure 3. Textured and non-textured regions 

 

 
 

Figure 4. Host image Figure 5. Logo image 

 

 

6. CONCLUSION 

 

A watermark is inserted into the host picture and we get the 

watermarked picture. Later for demonstrating the possession, 

this watermark is extricated from the watermarked picture and 

subsequently the host picture and watermark is gotten. 

Steganography and cryptography are different strategies used 

to shroud the first message for the most part. Steganography is 

used to embed message within another object by changing its 

properties. In this manuscript steganography techniques are 

used for enhancing security using, Lifting Wavelet Transform 

technique. The proposed exhibits better performance and the 

results show that the watermarking is done securely. 
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Abstract
Document forgery is quite common nowadays due to the availability of cost-effective scanners and printers. Important

documents like certificates, passport, identification cards, etc., are protected using watermarks or signatures. These are

made secured with a protective printing mechanism with extrinsic fingerprints. Therefore, it is easy to authenticate such

documents. Other documents required a passive approach for their authentication. These approaches look for document

inconsistencies for chances of modification. Some of these attempt to detect and fix the source of the printed document.

This paper proposes a classifier-based model to identify the source printer and classify the questioned document in one of

the printer classes. A novel approach of utilizing Speeded Up Robust Features and Oriented Fast Rotated and BRIEF

feature descriptors is proposed for printer attribution. Naive Bayes, k-NN, random forest and different combinations of

these classifiers have been experimented for classification. The proposed model can efficiently classify the questioned

documents to their respective printer class. An accuracy of 86.5% has been achieved using a combination of Naive Bayes,

k-NN, random forest classifiers with a simple majority voting scheme and adaptive boosting methodology.

Keywords Document forensics � Printer forensics � SURF � ORB � Voting scheme � AdaBoost

1 Introduction

It is a digital world where everything is going paperless.

But, even nowadays many important documents are still on

paper. Popular examples include certificates, receipts,

official documents, etc. These documents are vulnerable as

they lack the required security features. This limitation has

invited manipulations in documents. These manipulations

in documents are termed as document tampering and can

be performed easily using economical devices like

scanners and printers. Usually, the document to be

manipulated is first scanned and then the scanned image of

the original document is manipulated easily. Therefore,

before relying on a document, one must check its authen-

ticity. Generally, the document authentication is done using

active techniques. The techniques such as a watermark or

signature are widely used to protect the digital documents.

These techniques embed some additional extrinsic finger-

prints to the document so that any manipulation will disturb

these fingerprints and hence can be traced easily. But it is

not possible to use such technology for all the documents

as its costly and time-consuming. Manipulators exploit this

weakness and attempt the desired changes in the document.

Such unprotected documents require authentication using

passive techniques. Such techniques are based on docu-

ment image intrinsic features. Intrinsic features are the

fingerprints of hardware and/or software used for the pro-

duction of the authentic/manipulated document. While

examining printed documents for manipulations, the iden-

tification of source printer can be extremely helpful.

Therefore, there is a requirement for techniques that can

identify the source printer. It has many industrial applica-

tions. In developing countries, every piece of information
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can not be digitized, displayed and made available on

digital devices. Due to that a lot of information is still

managed using hard copies. Further, all such documents

can not be protected using special features called extrinsic

fingerprints as it is costly. So passive technique will

authenticate such documents when required without the

presence of external fingerprints. There may be cases,

where one has to identify odd documents among piles of

printed documents. The original printer source is known in

such cases. The need is to identify the documents which are

printed using printers other than the original printer. The

presence of the countless number of economical printers

has made their identification challenging. So, accurate and

robust printer attribution techniques are very significant.

This paper proposes feature-based classification of source

printer using scanned images of printed documents. Most

of the approaches for printed document classification are

based on the analysis of halftone, texture or printer noise.

But no effort has been done till date to utilize the key-

point-based features to analyze the document images.

Feature extraction using SIFT and SURF is common for

analyzing images for object classification and detection.

But, its application to document images has not been

explored. So, this paper aims to analyze the use of key-

point-based feature extraction using SURF and ORB for

the classification of source printer using printed documents.

Thus, we may fix the print technology and the printer made

for printed documents and conclude whether the suspicious

document is genuine or manipulated. In this paper, first, we

have discussed the need and application of the presented

work. Related work is exhibited in Sect. 2. The mathe-

matical model for feature extraction is presented in Sect. 3.

Section 4 covers the experimentation, comparison and

discussion. Section 5 has concluding remarks.

2 Related work

There are many approaches to document tamper detection.

Most of these approaches identify the document source and

checks whether the document has been printed by the

authorized printer. Other approaches look for document

inconsistencies for the probability of modification. Printer

attribution for document examination is based on either

local and global features. Local features examine and

analyze the connected components (CCs) or characters of

the document. These techniques will study and analyze the

statistics of some particular, frequently occurring charac-

ters like ‘e’ or ‘a’ for clues of modification. While global

features examine the whole document at once. These

techniques will analyze statistical features like noise across

the document to identify manipulations. Some of the major

contributions in printer attribution based on local features

are as follows. Initially, Ali et al. (2003) used signal pro-

jection from text letters and classified the source printer

based on this signal. The tests used seven printers and the

documents contained approximately 10 lines with 40–100

words. Mikkilineni et al. (2004) proposed a technique to

print documents securely even on low-cost printers.

Intrinsic and extrinsic features obtained by the printer

modeling process were used. Mikkilineni et al. (2005)

proposed texture feature-based descriptors to discover the

document source for document forensics. The technique

was based on gray-level co-occurrence matrices (GLCM)

statistics. Scanned text documents at 2400 dpi were con-

sidered. All ‘e’ letters were used for experimentation.

Twenty-two statistical features from GLCM were extracted

per character.

Mikkilineni et al. (2011) used a clustering-based

approach to classify documents from different printers.

Forensic printer identification was performed to fix the

source printer of the document. Tsai and Liu (2013)

combined GLCM statistics with sub-bands of wavelet

transform. A specific character of the Chinese language

was used for the texture pattern extraction from the scan-

ned document. The average source identification rate was

98.64%. Laser printer source identification was even better.

Similarly, Bertrand et al. (2013) examined font similarity

and deviations of characters in a questioned document to

detect document forgery. The detection of copied and

pasted region was done by character shape comparison.

Recall and precision values obtained for document forgery

detection were 0.77% and 0.82%, respectively. Gebhardt

et al. (2013) examined the character edges. The documents

were characterized as either laser or inkjet-based on the

variance in the pixel gray level. Edge roughness was taken

as the major identity for a character printed by a printer.

The character edges were checked for the fluctuations in

gray levels. Joshi and Khanna (2018) mentioned that while

examining the documents, most of the approaches required

the original/authentic documents to compare the character

font. A local texture descriptor-based approach was pro-

posed. Similar pixel structures were located and used for

comparison. The experimental results indicated that the

technique performed best for characters printed in the same

font setup. It achieved better recognition for printers of the

same brand and model. Recently, Kim (2017) used sen-

tence clustering for improved document classification.

Research contributions based on global features are as

follows. Foremost, Ali et al. (2004) used banding effects

present on the document for printer identification. The

author discussed that EP printers exhibited quasiperiodic

banding artifacts. These artifacts were used as an effective

intrinsic signature. This approach worked well for colored

printouts but was not suitable for text-only documents.

Khanna et al. (2007) performed camera image forensics

M. Kumar et al.
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based on scanner noise analysis. A unique noise pattern of

each scanner brand was extracted in the form of 16-D

feature vector for source device identification. These fea-

tures captured the essential properties of the image and

discriminated between different scanners. Ryu et al. (2008)

developed an image quality measures-based classifier for

document forensics. Different measures related to pixel

differences and image similarity were proposed. Further,

frequency domain and vision characteristics were added.

The classifier achieved an accuracy of 80%. Van-Beuse-

kom et al. (2013) classified printers based on yellow point

patterns in a document. These yellow dots were specific to

a particular printer manufacturer. Patterns from two dif-

ferent document printouts were compared to detect the

source printer class. Accuracy of 93.0% was achieved for

printer classification. The proposed pattern tracking

scheme achieved an accuracy of 91.3% and 98.3% for

comparison and decoding, respectively. Elkasrawi and

Shfait (2014) extracted features from the noise image,

similar to Khanna et al. (2009). Ali et al. (2004) approach

was extended and in their extended approach, Low-reso-

lution scanners were used for printer identification. The

statistical features based on noise formed by scanners were

used. The average accuracy obtained for binary classifi-

cation of inkjet and laser printer was 93.57% and 78.46%,

respectively. The overall accuracy was low as the number

of printers considered increased.

Jiang et al. (2018) propose a novel multi-channel intel-

ligent attack detection method based on LSTM-RNNs.

They introduced a voting algorithm to decide whether the

input data is an attack or not. Olakanmi and Dada (2019)

presented a morphism approach for the client to efficiently

perform the proof of correctness of its outsourced com-

putation without re-computing the whole computation.

Ferreira et al. (2017) proposed three different techniques

for laser printer identification. The solutions used low-

resolution scanned documents. First, the proposed method

used two descriptors based on multi-directional and multi-

scale texture properties from micro-patterns. These

descriptors were obtained from either letters or regions of

interest. The inner part of printed letters was focused.

Convolution texture gradient filter (CTGF) was proposed

as a second descriptor. The CTGF is the histogram of low-

level gradient filtered textures. Texture artifacts were

investigated on segments of a document. These segments

were called frames. The advantage of the third approach

was that the printing source of a document was identified

even if parts of it were unavailable. The accuracy of the

first approach was 97.60%, 98.38% and 88.58% for char-

acters, frames, and documents, respectively. Accuracy of

94.19% and 88.45% was obtained for frames and docu-

ments, respectively. A new document dataset was proposed

which is freely available for experimentation. Tsai et al.

(2018) have performed printed source identification using

microscopic images. A detailed texture and structure

information was obtained due to the high magnification of

the document image. It was stated that microscopic tech-

niques could retrieve the shape and surface texture of a

printed document. The proposed approach utilized image

processing techniques and statistical features like local

binary pattern (LBP), gray-level co-occurrence matrix

(GLCM), discrete wavelet transform (DWT), spatial filters,

Haralick, and segmentation-based fractal texture analysis

(SFTA) features. LBP approach achieved the highest

source identification rate of 99.89%. Li et al. (2018) have

proposed a novel inkjet printer source identification. Fif-

teen low-cost inkjet printers were analyzed at a micro-

scopic level. They considered four printer intrinsic

features, dot size, dot density, average distance to nearest

dot and nearest dot sector. A support vector machine

classifier was used and claimed to achieve reliable results.

Most of the contributions for printer attribution either

worked on character’s local features or printer intrinsic

fingerprints. Other explored textural features based on

GLCM matrix. None of them has explored the possibility

of utilization of key-point-based features like SIFT, SURF

or ORB except Gupta and Kumar (2019). Moreover, the

SVM classifier was widely used and the other classifier’s

performance was not compared. This paper presents nov-

elty in terms of feature extraction technique, classifiers

explored and use of adaptive boosting for performance

improvement. In the present study, the SURF and ORB as

feature extraction methodologies and three classification

methodologies, namely Naı̈ve Bayes, k-NN, and random

forest as classification systems, are considered for the

printer identification. Different combinations of these

classification methods and AdaBoost (Adaptive Boosting)

methodology are also explored to improve accuracy. The

main contributions of this paper, in this regard, are:

• To study the global features of printed text documents.

• To fix the print technology and the printer make for

printed documents.

• To propose and implement a document classifier that

can identify an odd document out of a number of

questioned documents. ‘Odd’ here means a document

printed from a different printer.

3 Mathematical modeling of the proposed
algorithm

It is evident that every printer leaves some fingerprints on

the printed document. These fingerprints are unique to

every printer. The print technique for various categories of

printers is different too. Two main technologies used for

A computational approach for printed document forensics using SURF and ORB features
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printing are Inkjet and Laser. Both techniques work dif-

ferently and hence have characteristics features. Figure 1

shows the printer fingerprints present in the printed

document.

These fingerprints are the characteristic of the printer.

Such fingerprints are traced using key-point-based

descriptors, i.e., SURF and ORB. A key point is the posi-

tion where the feature has been detected, while the

descriptor is an array containing numbers to describe that

feature. In this section, we will discuss the mathematical

aspects of the proposed descriptor methodology. All the

steps used in the final algorithm are elaborated in the fol-

lowing subsections.

3.1 SURF (Speeded Up Robust Features)
descriptor

SURF is a local feature extraction method. It uses a local

invariant fast key-point detector for extracting image fea-

ture key points. It utilized a distinctive descriptor for

extracting the image feature descriptor. It is a fast and

robust computational method as compared to the SIFT

feature extraction method. It works by extracting the fea-

ture key point from an image based on the requirements.

The next step is to assign the orientation to the key points.

The orientation is assigned in circular motion with respect

to the interested key points. Then, the squared area is tuned

according to the selected orientation. Lastly, Haar wavelet

responses are used to extract feature descriptors.

SURF uses wavelet responses in horizontal and vertical

directions for feature extraction. A neighborhood of size

20 s 9 20 s is taken around the key point where s is the

size. It is divided into 4 9 4 subregions.

v ¼
X

dx;
X

dy;
X

dxj j;
X

jdyj
� �

ð1Þ

For each subregion, horizontal and vertical wavelet

responses are taken and a vector is formed as shown in

Eq. (1). Hence, the SURF feature descriptor with a total 64

dimensions is obtained. But a higher speed of computation

and matching can be obtained, if the dimensionality is

reduced.

3.2 ORB (Oriented FAST Rotated BRIEF)
descriptor

ORB is an emerging local feature extraction method. It

utilized FAST (Features from Accelerated Segment Test)

key-point detector for extracting image feature key points

and BRIEF (Binary Robust Independent Elementary Fea-

tures) descriptor for extracting image feature descriptor

(Vinay et al. 2015). These two are used because of their

performance and low computational cost. They are robust

to illumination, blur and affine. It is rotation invariant as

well as faster than SIFT. For ORB feature extraction, first,

the FAST key-point detector is used to detect the possible

interested points. Then, the best-interested points are fur-

ther filtered using the Harris corner detector method. Ori-

entation is applied to corners for providing orientation, and

the direction of the patch is used for rotation on binary test

patterns.

ORB adds an orientation component to FAST by uti-

lizing an intensity centroid cloud mechanism. The centroid

is found by moments of patch as in Eq. (2).

mab ¼
X

xy

xaybI x; yð Þ ð2Þ

where mab represents the (a ? b)th order moment of image

with intensity values I(x, y).

Further, the centroid is obtained as in Eq. (3) and a

vector is obtained.

C ¼ m10

m00

;
m01

m00

� �
ð3Þ

Then, the orientation is calculated as in Eq. (4)

h ¼ a tan 2ðm01;m10Þ ð4Þ

where a tan 2 is the quadrant aware version of arctan.

It makes the BRIEF rotation invariant by using steered

BRIEF.

3.3 K-means clustering for clustering
of descriptors

Clustering is a very popular image processing technique

that groups similar descriptors together. K-means

Fig. 1 Printer fingerprints in a printed document
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clustering an unsupervised learning approach in which,

group n-dimensional descriptor vector into K number of

groups. Clustering technique utilized for assignment of the

collection and arrangement of objects such that items in a

similar gathering (called a group) are more compared to

each other than to those in different gatherings (Rasli et al.

2012).

In this paper, K-means clustering is used to group the

similar descriptor obtained using SURF and ORB. It works

as follows:

Step 1 Initially choose random K input vectors (data

points) cluster initialization

Step 2 Find the cluster center that is closest using

Euclidean distance, and assign that input vector to

the corresponding cluster for each input vector

Step 3 Update the cluster centers in each cluster using

the mean (centroid) of the input vectors assigned

to that cluster

Step 4 Repeat steps 2 and 3 until no more change in the

value of the means

3.4 LPP (locality preserving projection)
dimensionality reduction

The feature dimensionality reduction is achieved by the

LPP method. It reduces the computational space of the

algorithm to increase the performance. LPP focuses on the

neighborhood connection among the information. It

achieves reduction by discarding unimportant parts and

reduce the information but preserves the important infor-

mation (Zhuo et al. 2014). LPP algorithm can be used as an

alternative to PCA as PCA fails to capture underlying data

structures that lie on a nonlinear manifold. The projections

of the algorithm are obtained by firstly building a graph

that incorporates neighborhood information of the dataset.

Then, a transformation matrix that maps the data points to a

subspace is computed using Laplacian of the graph. The

main steps are as follows:

Step 1 Construct a neighborhood graph G with n nodes,

where n corresponds to the number of variables in

the original dataset. Using the k-nearest neighbor

algorithm, an edge is placed between node i and j,

if i is among k-nearest neighbors of j and vice

versa. LPP will consider this graph while

choosing projections

Step 2 Choose weights using a Gaussian kernel given

graph G, an m 9 m weight matrix W is

constructed by assigning a weight Wij based on

Eq. (5) if a connection (edge) exists between node

i and j. A weight of zero is assigned if there is no

connection between the nodes. This results in the

weight matrix being sparse and symmetric

Wij ¼ e�
jjxi�xj jj2

t ð5ÞÞ

Step 3 Compute the Laplacian matrix L as in Eq. (6)

L ¼ D�W ð6Þ

where D is a diagonal matrix whose entries are

column sums of weight matrix W as in Eq. (7)

Dii ¼
X

i

Wji ð7Þ

Compute the eigenvalues and eigenvectors for the

generalized eigenvector problem as in Eq. (8)

XLX0a ¼ kXDX0a ð8Þ

The eigenvector decomposition algorithm yields a

full matrix ‘a’ where the columns correspond to

eigenvectors, and a diagonal matrix of general-

ized eigenvalues, k. The column vectors of ‘a’ are

ordered according to their eigenvalues in

ascending order.

Step 4 Apply linear mapping. The transformation vector

A = (a0, a1,…, ad-1) is then embedded in the

linear Eq. (9) to output the transformed data

matrix y.

y ¼ A0x ð9Þ

3.5 Classification

In this section, classification techniques considered in the

present work have been discussed. The classification phase

utilizes the features extracted for the classification of the

objects in a particular class. In this study, Naı̈ve Bayes, k-

NN, and random forest classifiers are investigated for

classification. Further, their combination is explored with a

voting scheme for recognition.

3.5.1 Naı̈ve Bayes

The Naı̈ve Bayes classifier is a classifier method based on

clear semantics to represent probabilistic knowledge (John

and Langley 1995). This classifier considers the most

important information and makes simple assumptions for

the same. Its working is based on the fact that predictive
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characteristics are independent in a given class. Another

assumption is that the prediction process is not influenced

by any hidden or latent attributes.

3.5.2 k-NN

k-nearest neighbor (k-NN) is based on the study of neigh-

boring samples in the training feature set. k-NN is a lazy

machine learning algorithm. In this technique, first, the

locations and labels of the training samples are used to

divide the space into regions. The most frequent class

among the k-nearest training samples is assigned a position

in the space. Usually, Euclidean distance is used to cal-

culate the distance between the stored feature vector and

candidate feature vector in k-nearest neighbor algorithm.

3.5.3 Random forest

Random forest is an ensemble algorithm that combines

many algorithms together for classification problems.

Random forest eliminates the problem of over-fitting

experienced in the case of a decision tree. A random forest

classifier collects the majority votes from different decision

trees and then predicts the classification results. The ran-

dom forest uses mean values to improve perceptive accu-

racy. Achieved accuracy of random forest is outstanding

among existing supervised learning algorithms. They are

remarkably efficient on large databases is remarkable

(Breiman 2001).

3.6 Adaptive boosting

Boosting is a way to manage machine learning in light of

making a precise expectation rule by combining many less

efficient and inaccurate rules. The AdaBoost algorithm of

Freund and Schapire was the most efficient boosting

algorithm (Freund and Schapire 1999). This algorithm is

widely used for numerous applications in multiple

domains. Many efforts have been made to clarify why it

works, how it works, and what are its capacities. In this

paper, we have used this methodology for improving the

classification results of printed documents. AdaBoost is a

classifier with high precision. It gives the structure to order

and makes the building up of sub-classifiers simple. In the

present paper, we have considered three classifiers, namely

Naı̈ve Bayes, k-NN and random forest as discussed above

in Sect. 3.5. Experimental outcomes based on the above-

mentioned classifiers, their combination and AdaBoost

algorithm are discussed in the next section.

Proposed Algorithm

The proposed methodology (Fig. 2) and the algorithm are

discussed as follows:

Proposed Algorithm:

Step 1. Input digital image of printed text document

Step 2. Extract feature descriptor vector using ORB and

SURF features for each image in the dataset as

discussed in Sect. 3.1 and 3.2

Step 3. Use the K-means clustering algorithm on the

feature descriptor vector as discussed in

Sect. 3.3. K numbers of clusters are generated for

every descriptor vector. Compute the mean of

every cluster

Step 4. Use the LPP dimensionality reduction algorithm

to reduce the feature vector dimensions as

discussed in Sect. 3.4. A 48-dimensional feature

vector is reduced to 8-D for both ORB and SURF

Step 5. Combines both SURF and ORB feature vectors,

store them in database image features for training

and testing purposes

Step 6. Train the proposed system using Naı̈ve Bayes, k-

NN and random forest classifiers as discussed in

Sect. 3.5

Step 7. Apply AdaBoost to further enhance the accuracy

of the model as discussed in Sect. 3.6

Step 8. Predict the class of questioned documents by

submitting their ORB and SURF features to the

trained classifier

Step 9. Return the class of printer as output for the

questioned document

4 Experimental results and discussion

This section includes the details of experiments conducted,

their analysis and comparison with other parallel tech-

niques for printer attribution.

4.1 Dataset

The experimental results for the proposed model-based

classifier are obtained using a public dataset proposed by

Khanna et al. (2007). This dataset contains printed docu-

ments from 20 inkjet and laser printers. Fifty documents

per printer are taken into consideration. All documents

printed by a printer are unique. Document of three cate-

gories, i.e., contract, invoice and scientific papers are

included in the dataset. This diversity features unique

challenges for the feature extraction and anomaly detection

process. For every printer, a unique dataset has been cre-

ated in order to ensure a content-independent feature

extraction system. The following document types are

included.
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1. Contracts: The contract only contains text but in

different font types and sizes. A contract will never

contain pictures, lines and diagrams. The contracts

were created automatically using a Python script.

2. Invoices: The invoices feature different font sizes and

variety as well as vertical and horizontal ruling lines. It

has logos, composed of a small picture and colored

text. Like the contracts, these documents are also

created using a Python script.

3. Scientific Literature: The last type contains real-world

examples, pages taken from existing scientific papers

and books. They feature a large variety of content, e.g.,

different font types, and sizes as well as pictures,

diagrams and formulas.

This dataset is the first of its kind and has the variety and

richness. It features realistic document types of varying

difficulty. A subset of 07 inkjet printers and 13 laser

printers are considered for performance evaluation of the

proposed classification system. For this purpose, the

features are extracted from each document image. Each

image of the dataset is resized into a size of 320 9 240.

Figure 3 depicts the close view of printed text by two

different printers. Figure 4 depicts the noise and edge

images obtained for a sample document used during anal-

ysis. The names of source printers considered in this work

are depicted in Table 1.

4.2 Experimental setup

For experimental results, the entire dataset is partitioned

into a training dataset and testing dataset. In used parti-

tioning strategy, 80% data are taken as a training dataset

and remaining data are taken as a testing dataset. Fivefold

cross-validation technique is also used for assessing the

effectiveness of the proposed system. Three classifiers,

namely Naı̈ve Bayes: C1, k-NN: C2 and random forest: C3

are considered in this work in order to classify the data. A

performance analysis is carried out with 80% data as

training data and the remaining 20% data as a testing

dataset.

Classify printer using Naïve Bayes, 
K-NN and Random Forest

Training Phase

Printed text document image

Apply LPP

k-Means Clustering

SURF and ORB Features

Save in the training database

Testing Phase

Questioned document

Apply LPP

k-Means Clustering

SURF and ORB Features

Save in the testing database

Fig. 2 Proposed methodology

Fig. 3 Samples taken from Ink Officejet 5610 and Laser Samsung

CLP 500
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4.3 Discussion of results

A recognition rate of 82.1% and 82.5% has been achieved

for partitioning strategy and fivefold cross-validation

technique with a combination of Naı̈ve Bayes, k-NN and

random forest classifiers as depicted in Table 2, Figs. 5, 6

and 7. The results of various experiments demonstrated that

our algorithm can accomplish a higher correct rate of

86.5% and 83.2% for partitioning strategy and fivefold

cross-validation technique, respectively, with AdaBoost

methodology as depicted in Table 3, Figs. 6 and 8. The

confusion matrix for the accuracy of five-fold cross-vali-

dation (83.2%) is presented in Fig. 9.

4.4 Comparison with other techniques

In this paper, authors have presented a passive model for

printer attribution based on Speeded Up Robust Features

(SURF) and Oriented Fast Rotated and BRIEF (ORB). The

size of SURF and ORB descriptors requires a high memory

space for storing features. Therefore, a K-Means clustering

algorithm and LPP has also been considered. K-means

algorithm will cluster and thus reduce the descriptor into 64

clusters and LPP reduces them to 8 components each for

SURF and ORB both features. Three classifiers, namely k-

NN, Naı̈ve Bayes, random forest and their combination are

Fig. 4 Samples of a original,

b noisy, c logarithmic, d edge

document image

Table 1 Printers used for experimental work

Category Inkjet/laser jet Make

a Inkjet Officejet 5610

b Inkjet Epson Stylus Dx 7400

c Inkjet Unknown_1

d Inkjet Canon MX850

e Inkjet Canon MP630

f Inkjet Canon MP64D

g Inkjet Unknown_2

h Laser Samsung CLP 500

i Laser Ricoh Aficio MPC2550

j Laser HP LaserJet 4050

k Laser OKI C5600

l Laser HP LaserJet 2200dtn

m Laser Ricoh Afico Mp6001

n Laser HP Color LaserJet 4650dn

o Laser Nashuatec DSC 38 Aficio

p Laser Canon LBP7750 cdb

q Laser Canon iR C2620

r Laser HP Laserjet4350

s Laser HP Laserjet 5

t Laser Epson Aculaser C1100
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Table 2 Results achieved using partitioning strategy (80% training data set and 20% testing data set) and using fivefold cross-validation

technique

Classifier Partitioning Strategy fivefold cross-validation

SURF (%) ORB (%) SURF ? ORB (%) SURF (%) ORB (%) SURF ? ORB (%)

Naive Bayes 48.0 37.0 80.0 52.6 41.2 77.4

k-NN 64.5 60.5 57.0 66.9 56.7 55.2

Random Forest 76.5 66.5 79.8 75.0 66.8 81.0

Naive Bayes ? K-NN 65.0 60.5 68.0 67.4 56.9 65.3

Naive Bayes ? Random Forest 74.5 62.5 82.5 70.6 64.7 82.6

K-NN ? Random Forest 64.0 60.5 57.0 55.4 56.7 55.4

Naive Bayes ? K-NN ? Random Forest 72.9 64.8 82.5 72.9 64.8 82.1

Fig. 5 Results achieved using

partitioning strategy (80%

training data set and 20% testing

data set)

Fig. 6 Results achieved using

fivefold cross-validation

technique

Fig. 7 Results achieved using

partitioning strategy with

adaptive boosting methodology
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considered for the classification task. The proposed model

can efficiently classify the questioned documents to their

respective printer class. Experimental results have affirmed

the viability of the proposed approach and proved the

characteristic advantages.

The comparison of the present work is done with tex-

ture-based GLCM technique by Mikkilineni et al. (2011)

and Cross Center-symmetric LTP (CCSLTP) by Fu and

Yang (2012). The classification accuracy of these algo-

rithms is listed in Table 4. The best accuracy for the pro-

posed system has been obtained by using an adaptive

boosting methodology. The best precision rate of 85.6%

has been achieved using a combination of SURF ? ORB

features and adaptive boosting methodology.

Table 3 Results achieved using partitioning strategy and fivefold cross-validation with adaptive boosting methodology

Classifier Partitioning strategy with adaptive boosting

methodology

Fivefold cross-validation with adaptive boosting

methodology

SURF (%) ORB (%) SURF ? ORB (%) SURF (%) ORB (%) SURF ? ORB (%)

Naive Bayes 48.0 37.0 80.0 52.6 41.2 77.4

k-NN 62.0 60.0 57.0 65.2 56.6 55.2

Random Forest 75.5 64.5 84.0 73.9 67.6 81.2

Naive Bayes ? K-NN 65.0 58.5 67.5 67.1 57.5 64.1

Naive Bayes ? Random Forest 73.5 63.5 82.0 73.9 66.1 81.8

K-NN ? Random Forest 64.0 58.5 76.5 65.7 64.0 74.4

Naive Bayes ? K-NN ? Random Forest 70.5 64.0 86.5 72.2 64.0 83.2

Fig. 8 Results achieved using

fivefold cross-validation with

adaptive boosting methodology

Fig. 9 Confusion matrix of

results using a combination of

Naive Bayes ? K-

NN ? Random Forest and

AdaBoost methodology with

five-fold cross-validation
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5 Conclusion

A computational approach for printed document forensics

has been proposed using global features such as SURF and

ORB to classify the documents printed by different printer

resources. An effective classifier model is proposed. The

classifier aims to fix the print technology and the printer

make for printed documents. The document classifier can

identify an odd document out of a number of questioned

documents. This paper presents novelty in terms of feature

extraction technique, classifiers explored and use of adap-

tive boosting for performance improvement. In the present

study, the SURF and ORB as feature extraction method-

ologies and three classification methodologies, namely

Naı̈ve Bayes, k-NN, and random forest as classification

systems are considered for the printer identification. A

public database of printed documents using different

printers is used to validate the results. Classification

accuracy of 86.5% has been obtained using a combination

of Naı̈ve Bayes, k-NN and random forest classifiers with

AdaBoost methodology.
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Abstract
The core objective behind this research paper is to implement a hybrid optimization technique along with proactive routing

algorithm to enhance the network lifetime of wireless sensor networks (WSN). The combination of two soft computing

techniques viz. genetic algorithm (GA) and bacteria foraging optimization (BFO) techniques are applied individually on

destination sequence distance vector (DSDV) routing protocol and after that the hybridization of GA and BFO is applied on

the same routing protocol. The various simulation parameters used in the research are: throughput, end to end delay,

congestion, packet delivery ratio, bit error rate and routing overhead. The bits are processed at a data rate of 512 bytes/s.

The packet size for data transmission is 100 bytes. The data transmission time taken by the packets is 200 s i.e. the

simulation time for each simulation scenario. Network is composed of 60 nodes. Simulation results clearly demonstrates

that the hybrid approach along with DSDV outperforms over ordinary DSDV routing protocol and it is best suitable under

smaller size of WSN.

Keywords Optimization techniques � Quality of service � DSDV routing protocol � Network lifetime � Wireless sensor

networks

1 Introduction

Numerous sensor nodes deployed in field of wireless sensor

networks, facilitate the working of diverse applications

having different needs. WSN provides many open oppor-

tunities in several areas like military, transportation, health

care, industry etc. [1–3]. In the last few years, an intensive

research has been conducted on the various activities of

sensors such as: data gathering, communication and pro-

cessing, filtering, compression etc. in which coordination

among the nodes is must. However, WSN have many

constraints due to the tiny size, low memory, low pro-

cessing power, limited battery and bandwidth. Among

them main constraints are time and energy. New techniques

are still required to optimize the energy conservation and

real time communication techniques. Along with these

constraints, deployment of the nodes in the typical sce-

narios, pose a major challenge in the protocol stack of

networks. In the network layer, routing is the primary

concern for the researchers to conserve the energy of the

nodes to enhance the network lifetime which is necessary
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to transmit the data to the sink or the base station (BS).

Most of the times, in these scenarios, nodes are not able to

transmit the data directly to the BS or the sink, and they

require the help of some other nodes for the transmission of

data in indirect way i.e. with the help of relay nodes. It is

very challenging process in WSN due to some intrinsic

features that discriminate them from the traditional ad-hoc

networks: (1) Number of nodes deployed in WSN is very

large in number (hundreds to thousands) as compared to

ad-hoc networks. (2) Global addressing scheme is not

possible for the unique identification of the nodes. (3)

Various applications of WSNs have different needs and

their requirements are quite different from each other. (4)

Gathered data comes from several sources and from several

areas which means high heterogeneity of data. (5) A huge

amount of data from several nodes may have redundancy

and which is required to be removed, up to some extent to

enhance the channel utilization and to enhance the network

lifetime. (6) A large number of sensors needs more man-

agement as they are constrained in energy, memory and

processing [4]. Due to the above mentioned differences,

many novel approaches have been proposed for the routing

issues in WSNs. On the basis of network structure [5],

routing can be categorized as network, location based and

hierarchical routing. In the flat category, all nodes are on

the same level and they play equal role in routing process

while in the hierarchical (for energy efficiency and scala-

bility), some nodes act as the cluster heads (CHs) and other

nodes transmit their data to the CHs. Recently an efficient

approach used for this purpose is EEICCP [6]. In location

based routing, nodes are location aware which helps in the

energy efficient routing. Among the three categories, the

hierarchical approach is considered as the best approach in

the energy efficient communication and scalability [7]. In

this approach clusters are formed to gather the data via CHs

and nodes having shortest distance to the CHs mark them

as the relay nodes. Till date, many cluster based algorithms

have been proposed and from different perspectives. Most

of the approaches are empirical in nature and their aim is to

generate the minimum number of clusters and minimum

distance among the nodes while others prove that large

number of clusters save more energy as described in

LEACH and ERP [8]. Even after a remarkable improve-

ment in the energy attribute of the WSNs, still many nodes

drain their battery quickly due to dynamic clustering. Many

biological systems require scalability, and a feature to

stand against the failures. These systems have motivated

the researchers to develop the evolutionary algorithms

which are based on cluster based communications. The

primary goal of these algorithms is to dynamically form the

clusters and enhance the network lifetime. These algo-

rithms have optimized the energy attribute but at the cost of

stability. This limitation is due to the fitness function used

in these scenarios. To achieve the optimization objectives,

an alternative approach, meta-heuristic was also adopted by

the researchers. Swarm intelligence algorithms are devel-

oped to exploit insects’ phenomenon of strength solutions.

Bacteria forging optimization (BFO) is used to tune in the

special attributes of PID controller [9]. In comparison to

traditional algorithms, BFO approach is easy to implement,

optimized for scientific research and is best for engineering

applications. It is population based technique to optimize

the non-linear functions. By considering the benefits of

BFO and genetic algorithms, in this paper, we have

employed a hybrid approach to enhance the network life-

time of WSN. The motivation behind the work is discussed

as below:

1. Utilization of genetic algorithms results in better

random deployment of nodes, therefore we have used

GA technique in proposed hybrid approach.

2. Use of GA also helps in locate minimum number of

aggregate nodes while sending data to its base station

which results in decrease in overall communication

distance and minimization of energy.

3. The combination of two meta-heuristic approaches

genetic algorithm and bacteria foraging optimization

helps to achieve shortest and secure path to maximize

the life time of the network, which we have proposed

in this paper.

Rest of the paper is organized as follows: Sect. 2,

reviews the some hierarchical, Meta heuristic and heuristic

algorithms along with their merits and demerits. Energy

expenditure model is elaborated in section and perfor-

mance metrics are presented in Sect. 3. The novel hybrid

approach is discussed in Sect. 4. Section 5, throws light on

the results accessed from the simulations performed in
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MATLAB followed by the concluding observation in

Sect. 6.

2 Related work

Table 1, demonstrates various optimization techniques

used by researchers in order to optimize the lifetime of

WSN. It has been observed from the survey that bio-in-

spired algorithms along with routing techniques provides

better results in terms of various parameters of WSN like

throughput, PDR, bit error rate, routing overhead, con-

gestion, and end to end delay.

In [10] DSDV routing protocol was implemented in both

static as well as in dynamic environment. Simulation

results show that delay remains constant in dynamic

environment and in static environment if number of nodes/

km2 is medium then delay decreases as compared to

dynamic environment. It is also very difficult to predict

number of nodes/km2 in order to minimize the value of

delay metric. DSDV is far better in [11] than AODV pro-

tocol when compared on the basis of Delay metric in WSN.

Ant colony optimization technique is implemented on

DSDV, AODV, etc. in dynamic environment [12]. In the

proposed technique forward ants help in reducing overhead

of backward ants by updating the routing table of inter-

mediate nodes in DSDV. Energy efficient and QoS aware

multipath routing protocol for WSN was proposed by

author in [13] that results in reduction of delay and increase

in packet delivery ratio than MCMP protocol. In [8] bio-

logically inspired evolutionary based clustered routing

protocol is implemented in WSN, in this author formulates

new fitness function of evolutionary algorithm in order to

cope with stability time of WSN. Other bio-inspired

algorithm along with dynamic and centralized clustering

algorithm was proposed by author in [14] in order to

achieve better lifetime in WSN.

Authors in [15] have solved the scheduling problem by

linear programming and simulated the algorithm on varied

number of nodes, network length and target points. A GA-

TBR [16] is used to gather the state information from smart

grid in WSN and optimized the quality of service metrics

Table 1 Literature review

References Technique Merits Problem

Tripathi et al.

[10]

DSDV over wireless sensor

network in both static and

dynamic environment

Delay is constant when source and sink

nodes are mobile and In static environment

if density of nodes/km2 is medium then

delay is very less

Under static environment it is difficult to find

out exact number of sensor nodes/density

that can be deployed in/km2 in order get

less delay

Sengar and

Shrivastav

[11]

Evaluation of AODV and

DSDV routing protocol in

WSN

DSDV is far better than AODV protocol

when compared on the basis of delay

metric

Unable to predict, which protocol suits better

under a particular application of WSN

Kambayashi

[12]

Ant colony optimization

technique is implemented on

DSDV, AODV, etc. in

dynamic environment

Forward ants help in reducing overhead of

backward ants by updating the routing

table of intermediate nodes in DSDV

In a dynamic environment, the technique of

proactive ant-like agents does not perform

well due to the short lives of the route

Ben-Othman

and Yahya

[13]

Energy efficient and QoS aware

multipath routing protocol for

WSN

Proposed protocol helps in reducing delay

and increase in packet delivery ratio than

MCMP protocol

More metrics need to be evaluate by varying

network size, path length etc.

Bara’a and

Khalil [8]

Biologically inspired

evolutionary based clustered

routing protocol is

implemented in WSN

Author formulates new fitness function of

evolutionary algorithm in order to cope

with stability time of WSN and success in

the same

Need to implement on both pure

heterogeneous and homogenous

environment and then compare the stability

period of WSN

Kenchannavar

et al. [14]

Jumper Firefly Algorithm is

applied in order to achieve

better lifetime in WSN

Optimized the lifetime of the network by

applying bio-inspired algorithm along with

dynamic and centralized clustering

algorithm

More QoS related parameters needs to be

considered along with energy and also need

to implement on some application specific

environment
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(QoS). Self-organizing clustering method is proposed in

literature to optimize the WSN [17]. K-coverage model

based on genetic algorithm for network lifetime maxi-

mization is formulated in search of optimal path and energy

consumption [18]. Different genetic algorithm and perfor-

mance evaluation is done in past to evaluate the most

energy efficient algorithm [19].

However, none of the described algorithm has worked

on the utilization of the hybrid techniques over GA which

gives the best results in terms of energy conservation. In

this paper we have proposed the novel technique to max-

imize the lifetime of the network by the hybrid model.

3 Network model and performance
attributes

To compute the energy consumption, first order radio

model, [11] is used like LEACH. This model uses

Eelec = 50 nj/bit by the electronic component. But the

energy consumption used in transmission and reception, is

based on the distance. Distance is based on the free space and

multi path fading channel. Radios are proficient with the

adjustable power levels to make it sure that data is trans-

mitted to the recipients properly. To conserve the energy,

radios can be turned off when they are not in use. For the

transmission of l bit data, from source to destination, the

following equations are used for the energy computation:

ETxð‘; d) = ‘ � Eelec þ ‘ � Es � d2 if d� do ð1Þ

Else ‘ � Eelec þ ‘ � El � d4 ð2Þ

where the shortest distance can be computed as

do ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

El=Es

p

. For the reception of data, the energy con-

sumed is computed as ERx ¼ ‘ � Eelec. For the data aggre-

gation, a beam forming approach can be used and

computation of the energy can be done accordingly.

3.1 Performance attributes

From the literature survey, it is found that probability of the

node to be elected as the cluster head depends upon the

function of spatial density; however nodes should be

deployed uniformly over the network field. In this case, the

clustering is also optimal and consumption of energy is

minimized. Sometimes, when the nodes are deployed ran-

domly over the field, it is necessary to find the optimal path

to transmit the data to enhance the network lifetime. In that

case, the algorithm should enhance the stability period. In

this paper, we have used the hybrid technique over DSDV

routing protocol which has also enhanced the stability

period. To compute the network lifetime, the time interval

of is counted from the start of the operation till the death of

first node in the network. It can be computed from both the

ends, (1) when the first node dies and (2) when the last

node depleted its energy. The computation from the first

method shows the stability period. To work for the long

time, to retrieve data in real time applications, it is required

that network is stable. Number of dead nodes per round,

reflects the nodes, which have depleted their energy totally

and their function is carried out by other nodes.

4 The proposed approach

The genetic and meta-heuristic algorithms are based on the

fitness function as discussed in ERP. An optimized fitness

function can enhance the quality of service metrics of

WSN. In the proposed methodology, we are first discussing

the DSDV with GA and then with BFO. We have also used

the hybrid approach over DSDV i.e. we have used both GA

and BFO over DSDV and proved that hybrid approach is

much better than the single technique.

4.1 DSDV with GA

DSDV protocol adds sequence number attribute for every

route table in every node. A routing table is maintained and

this table helps to transmits data packets to other nodes in

the network. If the next hop of source S is not active then

use standard DSDV protocol to transfer a data packet to the

destination (Algorithm 1).
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4.2 DSDV with BFO

Initialize the first step as S denotes source; D denotes

destination and BL denotes buffer length. If the nodes are

not alive on next node then deliver the packet from source

to destination by DSDV. Otherwise the buffer length filled

up then rejects the packet. When the buffer length is NULL

then receive source packet and broadcast to route and if

route got the next destination point through source then the

source receives the route acknowledgement and initialize

maximum no. of hopes equal to zero, minimum number of

hopes infinity and next hop equal to zero. If root

acknowledgement is less than or equal to maximum num-

ber of hopes and if route acknowledgement time greater

than updated time then maximum number of hopes are

equal to the root acknowledgement number of hopes and

the updated time would be equal to the route acknowl-

edgement updated time. After that BFO is initialized and
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bacteria swim length gives the path of elements count.

Through GA, it got fit value from fitness function for BFO.

If iteration is between 1 to number of bacteria then it would

find fit value and then sort the fit value and in the end it will

get the destination (Algorithm 2).

4.3 Hybrid algorithm

This hybrid approach involves GA and bacterial BFO. First

BFO technique is applied which includes the chemo taxis

process, reproduction process and the fitness function that

is called in the BFO for the optimization and then repro-

duction and elimination process occurred. After

implementing BFO, output is applied to the GA as a pop-

ulation and the fitness function is computed for GA and

then selection, crossover and mutation are performed for

the routing optimization. Subsequently evaluation of the

performance parameters takes place based on the

hybridization technique. The whole process is based on the

number of iterations to get the fittest solutions for the

optimization so that we could calculate the parameters

through which we can compare the performance in terms of

network lifetime of the WSN for the energy minimization

(Algorithm 3).
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5 Simulation results and discussions

For the design of our hybrid approach, two well-known

meta-heuristics: GA and BFO [1, 8] are considered. In

order to optimize the energy of WSN, various algorithms

and protocols are used and their comparisons are used

through routing (Algorithm 4).

According to the simulation model demonstrated in

Fig. 1, the various simulation parameters used in the

research are: throughput, end to end delay, congestion,

packet delivery ratio, bit error rate and routing overhead.

The bits are processed at a data rate of 512 bytes/s. The

packet size for data transmission is 100 bytes. The data

transmission time taken by the packets is 200 s i.e. the

simulation time for each simulation scenario. Network is

composed of 60 nodes. The detailed simulation parameters

are shown in Table 2.

We calculated the performance of protocols using the

throughput, packet delivery ratio, end to end delay, routing

overhead, congestion, and bit error rate (quality of service

metrics of WSN).

Proactive Protocol (DSDV)

Optimize using GA

Optimize using BFO

Optimize using BFO and GA

Evaluate results by Throughput, PDR, End to End Delay, 
Routing Overhead, Congestion, and Bit Error Rate   

Compare DSDV along with GA, BFO and Hybrid

No. of Nodes=60
Simulation Time=200 sec 
Network Length=1000 m
Network Width=1000 m 

Packet Size= 100
Data rates=512 bytes/sec

Fig. 1 Simulation model for the proposed approach

Table 2 Simulation parameters
Number of nodes 60

Simulation time 200 s

Network length 1000 m

Network width 1000 m

Packet size 100

Data rate 512 bytes/s
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5.1 Performance with varied nodes of DSDV
with GA

Table 3, demonstrates the score of various parameters

when GA is applied on DSDV routing protocol. In case of

throughput the score lies in between 76 and 94.5. It means

as the number of nodes increases correspondingly the

throughput also increases. The value of packet delivery

ratio goes up to 95.5 from 81, gradually rise in packet

delivery ratio as the number of nodes increases. The end to

end delay is quite less when the number of nodes is more

than 50. During the route discovery the degree of the

routing overhead is less for the considerable network

density and it is getting lessen from 0.6 to 0.16. To over-

come the jamming of new connections, the congestion

should be less and it is value lies in between 0.4 when

number of nodes is 20 and 1.7 when the node count is 60.

The graph corresponding to the socre of various parameters

when GA is applied on DSDV is established in Fig. 2.

5.2 Performance with varied nodes of DSDV
with BFO

The Table 4, shows the score of various metrics with

varied number of nodes in the case when the soft com-

puting technique BFO is implemented on DSDV routing

protocol. The value of throughput is better it is going up to

95.6 from 77. As observe, data packet deliver ratio

increases with respect to GA as the collision is less so that

it can reduces the number of packets drops caused by

collisions. Its value is ranging up to 95 from 78. End to end

delay is an important constraint for evaluating a protocol to

be low for superior performance. Therefore, its value goes

up to 0.7. During the route discovery, the DSDV protocol

with BFO radically reduces the routing overhead for the

extensive network density. So, its value is turn over to 0.54

when the number of packets increases to 60. Above fig-

ure shows the error rate recompense with the BFO and its

value goes up to 1. The above table shows the value of

congestion that ranges from 0.2 to 1 that an abridged

Table 3 Score of various metrics with varied number of nodes in DSDV with GA

Number of nodes 20 30 40 50 60

Throughput 76 82 88 92 94.5

Packet delivery ratio 81 84 91 95 95.5

End to end delay 0.4 0.6 0.8 1.0 0.29

Routing overhead 0.6 0.8 0.12 0.14 0.16

Congestion 0.4 0.7 1.0 1.3 1.7

Bit error rate 0.21 0.225 0.3 0.35 0.4
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Fig. 2 Performance of various metrics with varied number of nodes of DSDV with GA
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congestion with respect to DSDV with GA. The congestion

should be of small amount to conquer the traffic Fig. 3

demonstrates the values of congestion with repeect to

number of nodes.

5.3 Performance with varied nodes of DSDV
with Hybrid

According to Table 5, when the hybridization of GA and

BFO is implemented with DSDV, there is margin increase

in the score of throughput. In regard of data packet deliver

ratio, above table shows that PDR increases, it came out to

be 97.8. The end to end delay in this case is decreases and

it is in between 0.15 and 0.16. The routing overhead is

quite less which is 0.12 for 20 nodes and 0.01 when the

node count is 60, which is almost negligible. The conges-

tion is less in case of DSDV with hybrid. It ranges till 0.1.

The number of errors came out to be very less ranging from

0.06 to 0.2 as depicted in Fig. 4.

5.4 Comparison of DSDV protocol with respect
to GA, BFO and hybrid algorithm

The various parameters of GA, BFO and hybrid algorithms

with respect to number of nodes are compared in Fig. 5.

DSDV with GA shows the value from 81 to 94. DSDV with

BFO values are from 78 to 93. The values of DSDV with

hybrid lie from 84 to 98. Above graph shows the values of

various algorithms and their comparison with respect to Bit

Error Rate. The values lies in between 0.2 and 0.4 are the

value of DSDV with GA and 0.2–1.2 is the value of DSDV

with BFO. The value of DSDV with Hybrid lies from 0.1 to

0.2. Values of various algorithms i.e. GA, BFO and Hybrid

are shown in the above graph with respect to Throughput.

DSDV with GA shows the value from 76 to 94. DSDV with

BFO values are from 75 to 95. The values of DSR with

hybrid lie from 80 to 97. Values of various algorithms i.e.

GA, BFO and Hybrid are shown in the above graph with

respect to Throughput. DSDV with GA shows the value

from 0.4 to 1.7 DSDV with BFO values are from 0.2 to 1.0.

Table 4 Score of various metrics with varied number of nodes in

DSDV with BFO

Number of nodes 20 30 40 50 60

Throughput 77 83 89 93 95.6

Packet delivery ratio 78 85 86 90 95

End to end delay 0.3 0.5 0.3 0.8 0.7

Routing overhead 0.15 0.41 0.3 0.4 0.54

Congestion 0.2 0.5 0.7 0.9 1.0

Bit error rate 0.2 0.4 0.6 0.8 1
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Fig. 3 Performance of various metrics with varied number of nodes of DSDV with BFO
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The values of DSR with hybrid lie from 0.0.5 to 0.04. The

value of hybrid in above graph decreases instantly after

increasing. Different algorithms that are DSDV with BFO,

GA and Hybrid have been compared with end to end delay.

DSR with GA show the value as of 0.4–0.3. DSDV through

BFO values came out to be from 0.3 to 0.7. The values of

DSR with hybrid lie from 0.15 to 0.16. The values of

various algorithms i.e. GA, BFO and Hybrid are shown in

the above graph with respect to Routing Overhead. DSDV

with GA shows the value from 0.6 to 0.15. DSDV with

BFO values are from 0.18 to 0.53. The values of DSR with

hybrid came out to be 0.12–0.01 as shown in Fig. 5.

6 Conclusions

For the application of WSNs, the selection of routing

strategy depends upon many factors like network stability,

fault tolerance, delay, network lifetime etc. A hybrid

algorithm, with optimized fitness function is proposed here

with the objective of optimizing the quality of service traits

of WSNs. It is clearly depicted from the simulation results

that the combination of two optimization approaches along

with DSDV routing protocol outperforms rather than using

a DSDV alone in a WSN scenario. The proposed approach

can be best utilized in a small size of WSN. In future

combination of more bio-inspired optimization techniques

can be implemented on other energy aware routing proto-

cols in order to prolong the lifespan of WSN.

Table 5 Score of various metrics with varied number of nodes of

DSDV with hybrid

Number of nodes 20 30 40 50 60

Throughput 80 84 90 94 97.30

Packet delivery ratio 84 88 92 96 97.8

End to end delay 0.15 0.28 0.23 0.25 0.16

Routing overhead 0.12 0.17 0.03 0.02 0.01

Congestion 0.1 0.3 0.5 0.7 0.1

Bit error rate 0.06 0.04 0.1 0.14 0.2
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Fig. 4 Performance of various metrics with varied number of nodes of DSDV with hybrid
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Fig. 5 Comparison of various metrics with varied number of nodes of DSDV with respect to GA, BFO and hybrid

Wireless Networks

123

Author's personal copy



Acknowledgements The authors would like to express their sincere

thanks to Prof. Dr. Truong Khang Nguyen, Division of Computational

Physics, Institute for Computational Science, Ton Duc Thang

University, Ho Chi Minh City, Vietnam for giving his value sug-

gestion, comments and support to complete this work as effective.

References

1. Haenggi, M. (2005). Chapter 1: Opportunities and challenges in

wireless sensor networks. In M. Ilyas & I. Mahgoub (Eds.),

Handbook of sensor networks: Compact wireless and wired

sensing systems (pp. 1–11). Boca Raton: CRC Press.

2. Chong, C. Y., & Kumar, S. P. (2003). Sensor networks: Evolution

opportunities, and challenges. Proceedings of IEEE, 91(8),

1247–1256.

3. Akyildiz, I., Su, W., Sankarasubramaniam, Y., & Cayirci, E.

(2002). A survey on sensor networks. IEEE Communications

Magazine, 40, 102–114.

4. Akkaya, K., & Younis, M. (2005). A survey on routing protocols

for wireless sensor networks. Elsevier Ad Hoc Networks, 3,

325–349.

5. Huang, C.-J., Wang, Y.-W., Liao, H.-H., Lin, C.-F., Hu, K.-W., &

Chang, T.-Y. (2011). A power efficient routing protocol for

underwater wireless sensor networks. Applied Soft Computing,

11, 2348–2355.

6. Rani, S., Malhotra, J., & Talwar, R. (2013). EEICCP—Energy

efficient protocol for wireless sensor networks. Wireless Sensor

Network, 5(7), 127–136.

7. Selvakennedy, S., Sinnappan, S., & Shang, Y. (2007). A bio-

logically-inspired clustering protocol for wireless sensor net-

works. Computer Communications, 30(14–15), 2786–2801.

8. Bara’a, A. A., & Khalil, E. A. (2012). A new evolutionary based

routing protocol for clustered heterogeneous wireless sensor

networks. Applied Soft Computing, 12(7), 1950–1957.

9. Majhi, R., Panda, G., Majhi, B., & Sahoo, G. (2009). Efficient

prediction of stock market indices using adaptive bacterial for-

aging optimization (ABFO) and BFO based techniques. Expert

Systems with Applications, 36(6), 10097–10104.

10. Tripathi, K., Agarwal, T., & Dixit, S. D. (2010). Performance of

DSDV protocol over sensor networks. International Journal of

Next Generation Networks, 2, 53–59.

11. Sengar, E. A., & Shrivastav, E. S. (2012). Performance evaluation

of AODV and DSDV routing protocols for ad hoc networks.

Global Journal of Computer Science and Technology Network,

Web & Security, 12(16), 1–7.

12. Kambayashi, Y. (2013). A review of routing protocols based on

ant-like mobile agents. Algorithms, 6(3), 442–456.

13. Ben-Othman, J., & Yahya, B. (2013). Energy efficient and QoS

based routing protocol for wireless sensor networks. Journal of

Parallel and Distributed Computing, 70(8), 849–857.

14. Kenchannavar, H. H., Domanal, S. G., & Kulkarni, U. P. (2013).

Context-aware information processing in visual sensor network.

In V. V. Das & Y. Chaba (Eds.), Mobile communication and

power engineering (pp. 155–162). Berlin: Springer.

15. Harizan, S., & Kuila, P. (2019). Coverage and connectivity aware

energy efficient scheduling in target based wireless sensor net-

works: An improved genetic algorithm based approach. Wireless

Networks, 25(4), 1995–2011.

16. Baroudi, U., Bin-Yahya, M., Alshammari, M., & Yaqoub, U.

(2019). Ticket-based QoS routing optimization using genetic

algorithm for WSN applications in smart grid. Journal of Ambient

Intelligence and Humanized Computing, 10(4), 1325–1338.

17. Yuan, X., Elhoseny, M., El-Minir, H. K., & Riad, A. M. (2017).

A genetic algorithm-based, dynamic clustering method towards

improved WSN longevity. Journal of Network and Systems

Management, 25(1), 21–46.

18. Elhoseny, M., Tharwat, A., Farouk, A., & Hassanien, A. E.

(2017). K-coverage model based on genetic algorithm to extend

WSN lifetime. IEEE Sensors Letters, 1(4), 1–4.

19. Jha, S. K., & Eyong, E. M. (2018). An energy optimization in

wireless sensor networks by using genetic algorithm. Telecom-

munication Systems, 67(1), 113–121.

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

Dr. Shalli Rani is Associate Pro-

fessor in CSE with Chitkara

University (Rajpura (Punjab)),

India. She has 14? years

teaching experience. She

received M.C.A. degree from

Maharishi Dyanand University,

Rohtak in 2004 and the M.Tech.

degree in Computer Science

from Janardan Rai Nagar

Vidyapeeth University, Udaipur

in 2007 and Ph.D. degree in

Computer Applications from

Punjab Technical University,

Jalandhar in 2017. Her main

area of interest and research are in wireless sensor networks, under-

water sensor networks and internet of things. She has published/ac-

cepted/presented more than 25 papers in international

journals/conferences. She has worked on big data, underwater

acoustic sensors and IoT to show the importance of WSN in IoT

applications. She received a young scientist award in February 2014

from Punjab Science Congress, in the same field.

Dr. M. Balasaraswathi obtained
her Bachelor of Engineering

Degree in Electronics and

Communication Engineering

from University of Madras, in

1999, and a Master’s Degree in

Applied Electronics from Col-

lege of Engineering, Guindy,

Anna University, Chennai, in

2005. She has completed her

Ph.D. in Information and Com-

munication Engineering, from

Anna University, Chennai, in

2017, in the area of wireless

communication. She is presently

working as an Associate Professor in the Department of Electronics

and Communication Engineering, Saveetha School of Engineering,

SIMATS, Saveetha University, Chennai, India. Her research interest

are in the areas of communication systems, signal processing, wireless

and sensor networks, cooperative communication for wireless

networks.

Wireless Networks

123

Author's personal copy



Dr. P. Chandra Sekhar Reddy
completed his B.Tech. in Com-

puter Science and Engineering

from Sri Krishna Devaraya

University. He received the

Master’s Degree in M.Tech. in

Computer Science and Engi-

neering from Jawaharlal Nehru

Technological University

Hyderabad. He received his

Ph.D. Degree in Computer Sci-

ence and Engineering from

Jawaharlal Nehru Technological

University Anantapur. He is

currently working as Professor

in GRIET, Hyderabad. He has more than 19 years of teaching

experience. His research interests include Image Processing, Pattern

Recognition, and Data Mining. He has more than 20 publications in

various international journals and conferences. He is also reviewer

and editorial board member for many international journals. He is the

member of professional bodies like IEEE, IAENG, CSI and CSTA.

Dr. Gurbinder Singh Brar re-

ceived the Ph.D. degree in

Computer Science and Engi-

neering from the IK Gujral

Punjab Technical, Jalandhar,

Punjab, India, in October 2017.

In July 2009, he joined the

Department of Computer Engi-

neering, at Adesh Institute of

Engineering and Technology,

Faridkot, where he is currently

an Associate Professor and

Vice-Principal. His research

interests lie in the areas of,

wireless networks, optimization

techniques and wireless sensor networks. Dr. Brar was the general

chair of 2 international workshops, including the first International

Conference on Computer Networks, held in Guru Nanak Girls Col-

lege, Shri Muktsar Sahib, Punjab. Dr. Brar has served on the technical

program committee for numerous international conferences, including

RTIESTM-2016, ICRTIESM-2018 and so on. Dr. Brar has published

more than 30 academic papers in peer-reviewed international journals

and conferences.

Dr. M. Sivaram has completed

his B.E. (CSE) at Bharat Nike-

tan Engineering College,

Madurai Kamaraj University,

Madurai in 2002. He has awar-

ded M.Tech. (CSE) degree from

National Institute of Technol-

ogy, Trichy in 2007. He has

Completed Ph.D. degree in

Information and Communica-

tion Engineering from Anna

University, Chennai in 2014. He

has nearly 18 years of experi-

ence in teaching both UG and

PG program. He is presently

working as a Professor in Department of Information Technology in

Lebanese French University, Erbil. His field of interest is data mining,

image retrieval, information retrieval, data fusion, image processing

and artificial intelligence. He has published more than 30 papers in

international, journals and conferences.

Vigneswaran Dhasarathan his

major research includes OAM

mode, few mode fiber for MDM

and SDM applications. He is

also working for biosensor,

nonlinear optical sensor, meta-

material, superconductor prop-

erties and silicon photonics. He

has published five papers in

refereed national/international

journals and more than 15

papers in conferences.

Wireless Networks

123

Author's personal copy



 

J. Mech. Cont.& Math. Sci., Vol.-14, No.-6 November-December (2019) pp 283-315 

Copyright reserved © J. Mech. Cont.& Math. Sci. 
B Sankara Babu et al 

283 
 

ALGORITHM SELECTION AND IMPORTANCE OF MACHINE 
LEARNING IN PREDICTION OF BREAST CANCER 

B Sankara Babu1, Srikanth Bethu2 , P.S.V. Srinivasa Rao3, V. Sowmya4  
1,2,3,4 Department of Computer Science & Engineering 

1,2,4 Gokaraju Rangaraju Institute of Engineering and Technology, Hyderabad, 
Telangana, India 

3Vignan’s Institute of Management & Technology for Women, Hyderabad, Telangana, 
India 

1bsankarababu81@gmail.com, 2srikanthbethu@gmail.com, 
3parimirao@yahoo.com,4sowmyaakiran@gmail.com 

Corresponding Author: B Sankara Babu  

https://doi.org/10.26782/jmcms.2019.12.00020 

Abstract 

As indicated by Breast Cancer Research, Breast malignancy is the 
disease most unmistakable in the female populace of the world. According to 
the clinical specialists, identifying this malignant growth in its beginning time 
helps in sparing lives. The site cancer.net offers individualized aides for more 
than 120 sorts of malignancy and related innate disorders. For visualization of 
bosom malignant growth through innovation, AI strategies are, for the most 
part, favored. In this structure, an adaptable group AI calculation by surveying 
among different strategies is proposed for the conclusion of bosom disease. 
Reports utilizing the Wisconsin Breast Cancer database is utilized. The point of 
this system is to analyze and clarify how ANN and calculated relapse 
calculation together gives a superior answer to identify Breast malignancy 
even though the factors are diminished. This procedure demonstrates that the 
neural system is additionally compelling for necessary human information. We 
can do pre-finding with no uncommon therapeutic learning. 

Keywords : Artifical Neural Network, Convolutional Networks, Machine 
Learning, Support Vector Machine 

I. Introduction 

PC Aided Diagnosis (CAD) [I] is using PCs and programming to loosen up 
accommodating information. The inspiration for driving CAD is to improve 
affirmation precision. In all honesty, CAD is used as a second supposition by the 
specialists to pick the last appraisal decision. Truly a-days, CAD is used in a wide 
degree of fields in medicine including, yet not obliged to, early disclosure of 
hazardous chest progression, lung defilement evaluation, arrhythmia certification, and 
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dental and maxillofacial wounds' decision. A couple of appraisals have been addressed 
in the framing focusing on the use of CAD for sickness end and want. 

The key focal motivations behind undermining progress need and theory are 
unequivocal from the targets of ailment revelation and end. In chance infer/decipher, 
one is stressed more than three smart: 1) the stinging for perilous improvement 
inadequacy (for instance, chance appraisal); 2) the hankering for trading off 
development rehash, and 3) the check of torment. In the noteworthy case, one is 
endeavoring to imagine the probability of structure up a kind of wickedness before the 
event of the sullying. In the subsequent case, one is endeavoring to envision the 
probability of redeveloping hazardous improvement after the sensible goals of the 
issue. In the third case, one is endeavoring to foresee a result (future, progress, tumor-
relentless ) after the finding of the disease. In the last two conditions, the achievement 
of the prognostic figure is poor, to some degree, on the achievement or the idea of the 
end. 

Notwithstanding an affliction, need can essentially come after a remedial solicitation, 
and a prognostic need must consider something past a brief discovering ( et al. 2005). 
Obviously, a perilous improvement necessity by and large joins different professionals 
from various characteristics utilizing assembled subsets of and built clinical zones, 
including the age and general of the patient, the zone and kind of contamination, in 
like path as the examination and size of the tumor (Fielding et al. 1992; Cochran 1997; 
Burke et al. 2005). All things considered (cell-based), clinical (quiet based), and 
estimation (individuals based) data should all be purposefully dealt with by the going 
to ace to make a sensible need. Despite the most talented clinician, this is nothing yet 
difficult to do. Questionable inconveniences additionally exist for the two masters and 
patients the indistinguishable concerning the issues of perilous improvement dodging 
and illness deficiency measure. Family parentage, age, diet, weight (strength), high-
chance affinities (smoking, basic drinking), and preamble to trademark sullying 
causing chief (UV radiation, radon, asbestos, ) all expect a work in anticipating a 
person's danger for making dangerous improvement ( 1999; Bach et al. 2003; et al. 
2004; Claus 2001; et al. 2003). Shockingly these common &quot; huge scale&quot; 
clinical, run of the mill and social parameters all around do not give enough data to 
make befuddling examinations or necessities. In a perfect world, what is required is 
some inconceivably certain atomic bits of information concerning either the tumor or 
the patient's own exceptional extraordinary stand-segregated got make-up ( et al. 
2005). 

The essential targets of undermining improvement need and conjecture are 
unequivocal from the destinations of weight exposure and end. In hazard check/start, 
one is concerned more than three reasonable: 1) the hankering for undermining 
development insufficiency (for instance, chance assessment); 2) the yearning for 
hazardous improvement rehash, and 3) the supposition of pollution. Starting at now, 
our reliance on gigantic scale data (tumor, patient, masses, and typical information) by 
and large kept the extents of sections insignificant enough so standard quantifiable 
frameworks or even a position's stand-separated instinct could be utilized to envision 
hazardous progress dangers and results. Regardless, with the present high-throughput 
trademark and imaging moves, we are starting at now wind up overpowered with 



 

J. Mech. Cont.& Math. Sci., Vol.-14, No.-6 November-December (2019) pp 283-315 

Copyright reserved © J. Mech. Cont.& Math. Sci. 
B Sankara Babu et al 

285 
 

packs or even a couple of subs-atomic, cell, and clinical parameters. In these 
conditions, human sense and standard estimations do not work for the most part work. 
We should comprehensibly depend on non-standard, extremely computational 
structures, for example, AI. The utilization of PCs (and AI) in trouble checks and 
gauges are, somewhat, a creation structure towards fix up, sharp prescription (Weston 
and Hood 2004). This improvement towards farsighted remedy is fundamental, not 
just for patients (to the degree way of life and individual satisfaction choices) yet in 
addition to specialists (in picking treatment choices) correspondingly as business 
overseers and system organizers (in executing wide-scale illness unrest or risky 
progress treatment techniques). 

Importance of Machine Learning and AI in Healthcare 

Given the creation monstrosity of insightful drug and the creation dependence on AI 
[II] to make checks, we trusted it would hold any centrality with lead a point by point 
audit of encompassed assessments utilizing AI methodologies in undermining 
movement need and guess. The goal is to consider key to be concerning the sorts of AI 
techniques used, the sorts of arranging information bolstered, the sorts of endpoint 
needs to be made, the sorts of damaging degrees of progress examined, and the 
general execution of these frameworks in envisioning debasement inadequacy or 
patient results. Strikingly, while proposing horrible improvement check and need we 
found that most assessments focused on more than three & quot; prescient & quot; or 
clinical endpoints: 1) the craving for affliction nonappearance of insurance (for 
example chance examination); 2) the gauge of exchanging off progress repeat and 3) 
the longing for sickness. We in like way found that all around that genuinely matters 
all needs are made utilizing only four sorts of information: information (, changes, ), 
information (unequivocal protein, 2D gel information, terrifying mass evaluations), 
clinical information (histology, tumor masterminding, tumor measure, age, weight, 
chance direct, and so forth.) or blends of these three. In taking a gander at looking over 
the present assessments contrasting general models noted, and specific vital issues 
evident. A scramble of the more clear models join a quickly utilizing AI frameworks 
in burden need and discernment, a creation dependence on protein markers and 
information, a model towards utilizing blended ( + clinical) information, a robust 
tendency towards applications in prostate and chest undermining improvement, and an 
unforeseen reliance on reasonably planned advances, for example, Counterfeit neural 
structures (). Among the more ordinarily noted issues was an ungainliness of 
sagacious occasions with parameters ( of occasions, such incalculable parameters), 
and nonattendance of outside ensuring or testing. Finally, among the better organized 
and better-reinforced examinations, certainly AI systems, concerning precise vital 
methods, could generously (15–25%) improve the precision of peril weakness and 
affliction result check. Everything considered, AI has a vital endeavor to finish in risk 
need and supposition. 

Before starting with a point by point assessment of what AI methods work best for 
which sorts of conditions, it is vital to have a transcendent than a reasonable viewpoint 
on what AI is and what it is not. Human-made comprehension is a pinch of human-
made understanding see that uses a get-together of quantifiable, probabilistic, and 
improvement contraptions to &quot;learn&quot; from past models and to then utilize 
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that earlier intending to depict new information, see new models or imagine novel 
models (Mitchell 1997). Human-made reasoning, similar to bits of information, is 
utilized to isolate and translate information. Instead of bits of information, in any case, 
AI structures can utilize Boolean explanation (AND, OR, NOT), all around restriction 
(IF, THEN, ELSE), abrupt probabilities (the likelihood of X given Y) and whimsical 
improvement frameworks to show information or get-together plans. These last 
systems truly take after the structures people usually to learn and depict. PC based 
information still draws firmly from bits of learning and likelihood, yet it is routinely 
effectively unbelievable considering the way where that it associates with assertions or 
choices to be made that proved unable, generally, be made utilizing standard 
quantifiable (Mitchell 1997; et al. 2001). For example, extraordinary genuine 
frameworks depend on multivariate fall away from certainty or relationship 
evaluation. While everything considered incredibly dazzling, these ways of thinking 
expect that the portions are self-sufficient and that information can be indicated 
utilizing direct blends of these parts. Precisely when the affiliations are nonlinear, and 
the segments are related (or restrictively disheartened) standard estimations by and 
extensive abuse. It was in these conditions where AI will when all said in done gleam. 
Unmistakable trademark structures are regularly nonlinear, and their parameters 
restrictively needy. Unmistakable head physical frameworks are straight, and their 
parameters are free.  

Accomplishment in AI is not continually guaranteed. In like way, with any way of 
thinking, a sublime vitality about the issue and valuation for the preventions of the 
data is fundamental. Like this, the essentialness about the suppositions and snags of 
the estimations related. If an AI separate is fittingly dealt with, the understudies 
unequivocally apparent and the results vivaciously mentioned, by then one if all else 
fails, has expectedly taken shots at improvement. Whether the data is of low quality, 
the result will be of low quality (deny in = ruin out). On the off chance that there are a 
more essential number of segments than events to envision by at that point, it is other 
than possible to improve dull understudies. It is a great deal of learning figurings that 
seem to perform at the proportionate (low) level offering little appreciation to the 
determination of data. The issue of many such areas and models is known as the 
&quot; the scourge of &quot; (Bellman 1961).  

This chide is not obliged to AI. It impacts specific, precise procedures that more is. 
The fundamental structure is to diminish the degree of segments (features) or growth 
the degree of orchestrating viewpoints. If all else fails, the model per-mix degree 
should regularly defeat 5:1 ( et al. 2003). Not only is the level of the arranging set 
major, so too is the game-plan of the procedure set. Getting ready viewpoints should 
be picked to cross a star some portion of the data the understudy plans to wisdom. 
Planning reliably on models with too little blend prompts the supernatural occurrence 
of over-masterminding or merely foreseeing perplexity ( et al. 2001). An over-
managed an understudy, much about an overtired understudy, will everything 
considered perform deficiently when it tries to process or to gather new data. 

There are three general sorts of AI checks: 1) coordinated learning, 2) solo learning, 
and 3) strengthen learning. They are on a fundamental level referenced subject to the 
required delayed aftereffect of the estimation (Mitchell, 1997; et al. 2001). In oversaw 
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learning checks a &quot; sagacious supplier&quot; or educator gives the learning 
estimation a wandered strategy of organizing information or perspectives. These 
wandered models are the openness set that the program endeavors to find a couple of 
strategies concerning or to perceive how to structure information to the ideal yield. For 
example, a named preparing set may be a lot of Squashed photographs of the number 
&quot;8&quot; Since the vast majority of the photographs are named as the number 
&quot;8&quot; and the ideal yield is the &quot;8&quot; the understudy can structure 
under the supervision of an educator revealing to it what it should discover. It is the 
framework by which understudies learn. In self-ruling learning, a gigantic proportion 
of models given, yet no names given. It is dependent upon the understudy to locate the 
model or find the get-togethers. This is, to some degree, undifferentiated from the 
strategy by which most graduated class understudies learn. Free learning considers 
bonds such structures self-administering segment maps (), dynamic gathering, and K-
recommends gathering figurings. These points of view make packs from outrageous, 
unlabeled, or unclassified information. These get-togethers can be utilized later to 
make game-game-arrangement strategies or classifiers. 

The SOM approach (Kohonen 1982) is a specific kind of a neural structure or ANN. It 
depends in the wake of utilizing an outline of artificial neurons whose loads offset 
with make information vectors in a graph set. In all honesty, the SOM was from the 
most reliable starting stage expected to show standard cerebrum work (Kohonen 
1982). A SOM starts with a colossal proportion of fake neurons, each having its one of 
a kind stand-apart phenomenal physical space on the yield map, which takes a gander 
at a champ take-all method (an urgent structure) where an inside with its weight vector 
nearest to the vector of data sources passed on the victor and its stores are balanced 
making them closer to the information vector. Each inside point has a ton of 
neighbors. Right when this middle point wins a test, the neighbors' stacks are in a 
same way changed, yet to a lesser degree. The further the neighbor is from the victor, 
the humbler its weight change. This structure is then worried for each datum vector for 
a vast number of cycles. Different wellsprings of data produce unequivocal victors. 
The net outcome is a SOM that is set up for design yield focus fixations on express 
gatherings or models in the information enlightening gathering. Curiously, on a 
critical level, all AI figurings utilized in sickness need and portrayal use maintained 
learning. In similar way, by a full edge, the more significant part of these controlled 
learning checks have a spot with a particular delineation of classifiers that graph 
subject to astonishing probabilities or restrictive choices. The central sorts of 
disturbing checks include: 1) fake neural structures (ANN – Rumelhart et al. 1986); 2) 
choice trees (DT – Quinlan, 1986); 3) got figurings (GA – Holland 1975); 4) direct 
discriminant examination (LDA) structures; 5) k-closest neighbor estimations need 
with more than 820 of 1585 considered papers utilizing or recommending ANNs. First 
made by McCulloch and Pitts (1943) and later advanced during the 1980s by 
Rumelhart et al. (1986), ANNs are outfitted for dealing with a full degree plainly of 
progress or model proclamation issues. Their quality lies in having the choice to play 
out a degree of ensured (vivacious, picked and nonlinear fall away from the 
conviction) and reliable assignments or exposures (AND, OR, XOR, NOT, IF-THEN) 
as a region of the referencing methodology (Rodvold et al. 2001; Mitchell 1997). 
ANNs were from the most prompt starting stage proposed to show the way wherein 
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the mind works with different neurons being interconnected to one another through 
different axon parties. On a fundamental level in like way with standard learning, the 
nature of the neural affiliations is verified or injured through continued preparing or 
stronghold on wandered planning information. Likely, these neural affiliations can 
tended to as a wiring table or structure (for example, neuron one associated with 
neuron 2, 4, and 7; neuron two is associated with neuron 1, 5, 6 and 8, and so forth.). 
This weight structure is known as a layer, in closeness to the cortical layers in the 
cerebrum. Neural structures routinely use different layers (called insisted layers) to 
process their data and make a yield (Figure 2). To seek the solid structure of each 
layer, information and yield information is routinely controlled as a string or vector of 
numbers. One of the issues in utilizing ANNs is mapping how this present reality 
input/yield (a picture, a physical trademark, a plan of immense worth names, a 
portrayal) can be mapped to a numeric vector. In ANNs, the distinction in neural 
association properties is routinely made through an improvement framework that came 
back to make (short for in wonder spread of goofs – Rumelhart et al. 1986). This is a 
subordinate based technique that considers the yield of one layer to the past layer's 
table. In central terms, the appropriate responses or named organizing information are 
utilized to unendingly alter the numbers in the neural structure's weight frameworks. A 
learning or data exchange work (by and large a sigmoidal turn) that is sufficiently 
differentiable is required for back spread. Most ANNs are made utilizing a multi-
layered feed-forward structure, which implies they have no information or no 
affiliations that circle. The system and the structure of an ANN [III] must be changed 
or streamlined for every application. On an essential level picking a nonexclusive 
ANN building or in a general sense dealing with a standard data/yield method can 
incite poor execution or moderate arranging. Another trap of ANNs is the course by 
which they are a "presentation" headway. Attempting to comprehend why an ANN 
didn't work or how it plays out its outline is in each rational sense hard to see. Close to 
the day's end, the strategy for considering a prepared ANN is nothing yet challenging 
to disentangle. 

As opposed to ANNs, the purpose behind choice trees (DTs) is certainly not difficult 
to see. Ultimately a choice tree is an overseen blueprint or stream structure of choices 
(focuses), and their potential outcomes (leaves or branches) used to cause a game 
strategy to achieve an objective (Quinlan, 1986; Mitchell 1997). Choice trees have 
been around for a long time (particularly in the unsurprising gathering) and are a 
standard territory to different therapeutic watchful appears. A game-plan of a brief 
choice tree for chest danger appraisal is given in Figure 3. All around choice trees are 
composed through chat with authorities and refined through essential piles of 
contribution or changed to adjust to asset imprisonments or to oblige hazard. 
Regardless, choice tree understudies comparatively exist, which can reliably settle on 
choice trees given a named set of preparing information. Unquestionably, when choice 
tree understudies are utilized to portray information, the leaves in the tree address 
demands and branches address conjunctions of highlights that lead to those deals. A 
choice tree can be learned by reliably part of the selected preparing information with 
subsets dependent on a numerical or sound test (Quinlan 1986). This procedure is 
recursively complemented on each picked subset until the further part is fantastic or a 
particular social affair is cleaned. Choice trees have different focal centers: they are 
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irrefutably not hard to comprehend and loosen up, they require little information 
designing, they can oversee different sorts of information including numeric, plainly 
visible (named) and straight out information, they make robust classifiers, they race to 
"learn" and they can be maintained utilizing quantifiable tests. At any rate, DTs don't, 
for the most part, execute equivalently as ANNs in consistently complex sales issues 
(Atlas et al. 1990). 

Fig 1. Simple Decision Tree used for Breast Cancer Diagnosis 

An unassumingly dependably current AI structure is known as an assist vector with 
machining or SVM (Vapnik, 1982; Cortes and Vapnik 1995; Duda et al. 2001). SVMs 
are remarkable in the space of AI regardless all around that truly matters cloud in the 
field of fiendishness need and need. How SVM breaking points can best be understood 
the remote possibility that one is given a scatter plot of centers, condition of tumor 
mass versus various partner meta-states (for chest peril) among patients with stunning 
needs and poor depiction. Two packs are plainly clear. What the SVM machine 
understudy would do is find the condition for a line that would tie the two gatherings 
maximally. In case one was plotting more factors (state volume, metastases, and 
estrogen receptor content), the line of separation would push toward a plane. If more 
factors were bound the division would be depicted by a hyperplane. The hyperplane is 
coordinated by a subset of the motivations driving the two classes, called invigorate 
vectors. Definitively, the SVM estimation makes a hyperplane that confines the data 
into two classes with the most surprising edge – inciting that the fragment between the 
hyperplane and the closest models (the edge) is extended. SVMs can be used to play 
out a nonlinear framework using what is known as a non-direct part. A non-straight 
piece is a splendid, most remote point that changes the data from a fast part space to a 
non-direct section space. Applying clear pieces to different educational records can, in 
a general sense, improve the execution of a SVM classifier. Like ANNs, SVMs can be 
used in a wide level of model request and get - together with issues interfacing from 
hand-production assessment, talk and substance assertion, protein work needs, and 
relentless affirmation (Duda et al. 2001). SVMs [IV] are particularly suitable to non-
straight assembling issues, as are k-nearest neighbor moves close.  
The k-closest neighbors figuring is a holy person among the most utilized consolidates 
into AI. It is a learning procedure bases on occasions that do not require a learning 
stage. The coordinating test, identified with a bundle work and the decision most 
distant scopes of the class subject to the classes of closest neighbors, is the model 
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made. Preceding delineating another part, we should offset it with different sections 
utilizing a closeness measure. Its k-closest neighbors then considered the class that 
emanates an impression of being most among the neighbors assigned to the part to 
gathered. The neighbors are weighted by the separation that particular it to the new 
parts to the social affair. Primary dive into lousy behavior is a probabilistic, straight 
classifier. It is parameterized by a weight structure W and a propensity vector b. The 
outline is finished by imagining an information vector onto a considerable amount of 
hyperplanes, all of which character with a class. The segment from the assurance to a 
hyperplane mirrors the likelihood that the information is an individual from the 
relating class. 
Gaussian mix backslides (GMR), as proposed by Ghahramani and Jordan, do not 
perform changed join requests. Earlier tries of using GMR used CART or MARS as 
feature decision instruments. Here, the GMR-based figuring is discharged up to 
perform relentless part affirmation. In the continuation, we delineate Gaussian mix 
models (GMM) [V] and GMOs, and after that give nuances of our part validation 
progress. The figuring stops picking features either as for a pre-picked limit for the 
masterminding (certificate between the degree of parameters that must be graphed 
amid the technique sort out and the all dwarf of records in the status set) or when the 
perfect (pre-picked) number of features has been picked. ANN is boss among the best 
human-made thought viewpoints for fundamental data mining endeavors, such 
delineation and falls from the sureness issues. A lot of research indicated that ANN 
passed on remarkable precision in suffering chest end. Notwithstanding, this structure 
has two or three squares. In any case, ANN has two or three parameters to be tuned 
toward the beginning of planning viewpoint; for instance, the number of hidden layers 
and affirmed center concentrations around learning rates and alliance work. Second, 
extra things extended exertion for the organizing process as a result of the complex 
structure and parameters update process in each cycle that needs the very 
computational cost. Third, it will by, and significant talk got to neighborhood minima 
with the objective that the perfect execution cannot be guaranteed. Different attempts 
had been attempted to get the layouts of neural structures' objectives. Huang and Babri 
exhibited that Single Hidden Layer Neural Networks (SFLN) with tree steps 
noteworthy learning process called ELM (Extreme Learning Machine Neural 
Networks ) could deal with these issues. 



 

J. Mech. Cont.& Math. Sci., Vol.-14, No.-6 November-December (2019) pp 283-315 

Copyright reserved © J. Mech. Cont.& Math. Sci. 
B Sankara Babu et al 

291 
 

 
 

Fig 2. Process flow diagram 
II. Literature Survey 

Breast Cancer Detection Using K-Nearest Neighbor Machine Learning 
Algorithm by M.R.Al- Hadidi, A. Alarabeyyat and M. Alhanahnah [III] 

Bosom malignant growth location pictures are the standard clinical practice for the 
finding of bosom disease. Advanced Mammogram has risen as the most well known 
screening method for early discovery of Breast Cancer and different variations from 
the norm. In this paper we present a Computer-Aided Detection (CAD) framework to 
perform programmed diagnosing of threatening/non-harmful bosom tissues utilizing 
Polar complex Exponential Transform (PCET) minutes as surface descriptors. The 
info Region of Interest (ROI) is separated through histogram ROI choice and further 
pre-handling stages are done. The determined PCET minutes are utilized for highlight 
extraction. Another classifier Adaptive Differential Evolution Wavelet Neural 
Network (ADEWNN) is utilized to improve the grouping precision of the CAD 
framework. The ADEWNN is utilized with the end goal of order. The benefit of 
utilizing ADEWNN is that it will prepare the system utilizing emphasess. The 
mammogram pictures are utilized as the contribution from which the required 
highlights are extricated and the separated parameters are utilized for preparing the 
ADEWNN. The typical mammogram pictures are given to the system and all  the test 
information which incorporates surface and shape highlights are gathered. The system 
is presently prepared with ordinary mammogram pictures. Presently, when another 
picture is given to the system it ought to have the capacity to order. On the off chance 
that the info given is an ordinary mammogram picture, at that point the yield will be 
"kind" though, on the off chance that the information picture given is a strange 
mammogram, at that point the yield will be "dangerous". 

Breast cancer mass localization based on machine learning by A. Qasem et al [IV] 

BIRADS is a Breast Imaging, Reporting and Data System. An instrument  to  
institutionalize mammogram reports and limits uncertainty amid mammogram picture 
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assessment. Grouping  of  BIRADS is a standout amongst the most provoking 
undertakings to radiologist. A well-suited treatment can be managed to the patient by 
the oncologist after securing adequate data at BIRADS arrange. This investigation 
sought to construct a model, which arranges BIRADS utilizing mammograms pictures 
and reports. Through the usage of sort  2 fluffy rationale  as classifier, a consequently 
produced principles  will be connected to the model. To assess the proposed model, 
precision, particularity and  affectability  of the modular will be determined and 
looked at opposite standards given by the specialists. The investigation incorporates 
various advances starting with gathering of the information from Radiology 
Department, Hospital of National University of Malaysia (UKM). The information 
was at first prepared to expel commotion and holes. At that point, a calculation 
created by choosing type-2 fluffy rationale utilizing Mamdani show. Three sorts of 
enrollment capacities were utilized in the examination. Among the standards that 
utilized by the model  were acquired from specialists just as produced  consequently   
by the framework utilizing harsh set hypothesis. At long last, the model  was tried and 
prepared  to get  the best outcome. The investigation demonstrates that triangular  
enrollment  work dependent on  harsh set principles acquires 89% though master rules 
accomplish 78% of precision rates. The affectability utilizing master rules is 98.24% 
though harsh set principles acquired 93.94%. Explicitness for utilizing master 
standards and harsh set guidelines are 73.33%, 84.34% successively. End: Based on 
measurable examination, the model which utilized standards created naturally by 
unpleasant set hypothesis fared better in contrast with the model utilizing rules given 
by the specialists. Bosom disease location in beginning time can diminish death rate 
among ladies. Vulnerability exists in assurance of BIRADS of bosom disease can be 
evacuated by applying fluffy rationale strategy. The investigation uses type-2  fluffy 
rationale and created rules from unpleasant set and master. 
Examination between the models was completed to distinguish a superior model for 
creating BIRADS. The model likewise uses three kinds of various participation 
capacity and it is seen that triangular enrollment work is better in with respect to other 
people. This task has  demonstrated that rules created  by Rough Set delivers better 
model and exactness for anticipating BIRADS arrangement. Then again, master rules 
are as yet deficient to demonstrate genuine situation. A second assessment with 
respect to BIRADS arrangement is very basic to help and substantiate the choice made 
by a particular master. Consequently, BIRADS arrangement wise framework has 
demonstrated the noteworthiness of utilizing general standards got from a lot of 
information base rather than a solitary master. 

Breast Cancer Diagnosis Using Imbalanced Learning and Ensemble Method. 
Author  :  Tongan Cai, Hongliang He , Wenyu Zhang [V] 

Around the world, bosom malignancy is a standout amongst the most undermining 
executioners to mid- matured ladies. The analysis of bosom disease intends to order 
spotted bosom tumor to be Benign or Malignant. With ongoing improvements in 
information mining system, new model structures and calculations are helping 
therapeutic specialists enormously in improving order precision. In this examination, a 
model is proposed joining group strategy and imbalanced learning procedure for the 
arrangement of bosom malignant growth information. In the first place, Synthetic 
Minority Over- Sampling Technique (SMOTE), an imbalanced learning calculation is 
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connected to chose datasets and second, various benchmark classifiers are tuned by 
Bayesian Optimization. At long last, a stacking outfit technique joins the advanced 
classifiers for ultimate choice. Similar examination demonstrates the proposed model 
can accomplish preferred execution and adaptivity over customary strategies, as far as 
grouping precision, explicitness and AuROC on two for the most part utilized bosom 
malignant growth datasets, approving the clinical estimation of this model. 
The primary thought of imbalanced learning and gathering strategy in this 
investigation can be connected to comparable circumstances, such as anticipating or 
arranging diabetes type, cervical malignant growth survival rate and even different 
fields like credit scoring or spam location, where datasets are bound to be imbalanced 
and the minority class demonstrates variation from the norm. Moreover, by sending 
stacking troupe strategy with Bayesian Optimization after SMOTE calculation, it's 
really permitting modularization of the whole model. After vital information 
preprocessing, datasets with awkwardness and twofold characterization objective may 
legitimately utilize the program of this examination. In the interim, there are as yet a 
few disadvantages of the proposed model. To begin with, as the two datasets are 
generally little as far as quantities of occasions and highlights. Clinical and restorative 
information are bound to be less committed for grouping, containing all the more 
missing qualities and anomalies, together with a more data that may possibly impact 
the order execution. When managing high- dimensional datasets, highlight choice 
systems like Principle Component Analysis and highlight significance ought to be 
considered. Second, the arbitrary decisions of instating range in Bayesian 
Optimization gives this strategy a plausibility for a bogus ideal answer for be 
produced, and few trials face anomalous low execution. Such issues keep the proposed 
model from being straight forwardlyconnected to clinical use. Additionally, the 
decision of awkwardness learning technique, the decision of sort and number of gauge 
classifiers may additionally impact characterization execution, just as the assignment's 
time productivity. 

Biopsy-guided learning with deep convolutional neural networks for  Prostate  
Cancer  detection  on multiparametric MRI by Yohannes Tsehaya, Nathan Laya, 
Xiaosong Wanga, Jin Tae Kwaka, Baris Turkbeyb, Peter Choykeb, Peter Pintob, 
Brad Woodc, and Ronald M. Summersa [VI] 

Prostate Cancer (PCa) is astoundingly unprecedented and is the second most focal 
explanation for evil related passings in men. Multiparametric MRI (mpMRI) is 
vivacious in observing PCa. We developed a pitiably regulated PC propped approval 
(CAD) structure that usages biopsy spotlights to understand the ideal approach to see 
PCa on mpMRI. Our CAD structure, which relies upon a giant convolutional neural 
framework building, yielded an area under the bend (AUC) of 0.903±0.009 on a 
beneficiary errand trademark (ROC) contort figured on ten outstanding models ina ten 
spread cross-support. 9 of the 10 ROCs were quantifiably significantly not identical to 
an attracting assist vector with machining based CAD, which yielded a 0.86 AUC 
when attempted the proportionate dataset (α= 0.05). In like manner, our CAD structure 
ended up being essential in watching high-grade change zone lesions. Prostate Cancer 
(PCa) is incredibly overwhelming and is the second most standard explanation for 
hurting improvement related passings in men. MultiparametricMRI (mpMRI) is 
vivacious in watching PCa. We developed a wretchedly sorted out PC fortified 
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apparent certification (CAD) system that uses biopsy centers to perceive how to see 
PCa on mpMRI. Our CAD structure, which relies upon a gigantic convolutional neural 
framework coordinating, yielded a zone under the twist (AUC) of 0.903±0.009 on a 
gatherer undertaking trademark (ROC) turn comprehends on ten stand models in a ten 
wrinkle cross endorsing. 9 of the 10 ROCs were quantifiably significantly less 
proportionate to a doing battling vitalize vector machine-based CAD, which yielded a 
0.86 AUC when tried the relating dataset (α= 0.05). Additionally, our CAD structure 
ended up being reasonably stable in watching high-grade change zone wounds.  
Prostate Cancer (PCa) is unmitigated overwhelming and is the second most head 
explanation behind sickness-related passings in men. MultiparametricMRI (mpMRI) 
is incredible in observing PCa. We developed a pitiably organized PC strengthened 
presentation (CAD) system that utilizations biopsy centers to see how to see PCa on 
mpMRI. Our CAD structure, which relies upon a vast convolutional neural framework 
game-plan, yielded a zone under the breeze (AUC) of 0.903±0.009 on a beneficiary 
errand trademark (ROC) turn picked on ten astonishing models in a ten overlay cross-
guaranteeing. 9 of the 10 ROCs were less similar to a doing fighting reinforce vector 
machine-based CAD, which yielded a 0.86 AUC when attempted the proportionate 
dataset (α= 0.05). Similarly, our CAD structure ended up being capably liberal in 
observing high-grade change zone wounds. Prostate Cancer (PCa) is primarily 
overseeing and is the second most standard explanation behind peril related passings 
in men. Multiparametric MRI (mpMRI) is sound in watching PCa. We developed a 
pitiably organized PC strengthened area (CAD) structure that utilizations biopsy 
centers to see how to see PCa on mpMRI. Our CAD structure, which relies upon a 
fundamental convolutional neural framework sorting out, yielded a zone under the 
breeze (AUC) of 0.903±0.009 on a gatherer task trademark (ROC) turn oversaw on ten 
stand-isolated models in a ten wrinkle cross-support. 9 of the 10 ROCs were earth-
shattering in relationship with a doing combating support vector machine-based CAD, 
which yielded a 0.86 AUC when attempted the relevant dataset (α = 0.05). Moreover, 
our CAD structure wound up being capably unmistakable in watching high-grade 
change zone wounds. 

Notwithstanding an obliged ground-truth clarification occurring considering the usage 
of biopsy centers as the reference standard, our CAD structure per-shapes better than a 
present CAD. It ended up being sensibly plausible at seeing high-grade wounds found 
in the headway zone, an achievement that has wound up being to be difficult for 
standard CADs. Our proposed CAD displayed the most distant purpose of applying a 
pathetically took a gander at picture data for an orchestrated getting the hang of 
undertaking of prostate perilous development certification on mpMRI. Despite a kept 
ground-truth remark turning out exactly as expected, given the utilization of biopsy 
centers as the reference standard, our CAD structure performs better than a present 
CAD. It ended up being conceivable at seeing high-grade wounds found in the 
advancement zone, an achievement that has wound up being to be difficult for 
standard CADs. Our proposed CAD showed the utmost of applying a miserably 
checked picture data for a controlled getting the hang of undertaking of prostate 
trading off progression certification on mpMRI. 
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Comparative Study of Machine Learning Algorithms for Breast Cancer  
Detection and Diagnosis by Dana Bazazeh and Raed Shubair [VII] 

Chest risky advancement is a hero among the most regardless of what you look like at 
it issue among ladies in the UAE and around the world. Right and early finding is a 
fundamental improvement in modifying and treatment. Regardless, Learning (ML) 
systems can be utilized to make contraptions for experts that can be utilized as an 
inconceivable part for early conspicuous confirmation and finding of chest danger 
which will in a general sense improve the perseverance pace of patients. This paper 
considers three of the most outstanding ML philosophies normally utilized for chest 
sickness recognizing confirmation and finding, explicitly Support Vector Machine 
(SVM), Random Forest (RF) and Bayesian Networks (BN). The Wisconsin stand-out 
chest illness informative rundown was utilized as a course of action set to review and 
dismember the execution of the three ML classifiers as for key parameters, for 
example, accuracy, review, precision and district of ROC. Chest risky advancement is 
a hero among the most broad sicknesses among ladies in the UAE and around the 
world. Right and early finding is an essential improvement in revamping and 
treatment. All things considered, it's certainly not a direct one because of a few un-
affirmations in recognizing confirmation utilizing mammograms. 
Chest undermining improvement is a boss among the most unlimited ailments among 
ladies in the UAE and around the world. Right and early confirmation is an essential 
advancement in recovery and treatment. Regardless, it's certainly not a direct one in 
perspective on two or three un-emotions in region utilizing mammograms. PC based 
knowledge (ML) strategies can be utilized to make instruments for pros that can be 
utilized as a productive section for early distinctive proof and finding of chest risk 
which will exceptionally improve the perseverance pace of patients. This paper 
considers three of the most standard ML procedures commonly utilized for chest 
undermining advancement conspicuous confirmation and end, explicitly Support 
Vector Machine (SVM), Random Forest (RF) and Bayesian Networks (BN). The 
Wisconsin intriguing chest ailment instructive rundown was utilized as a plan set to 
assess and look at the execution of the three ML classifiers concerning key parameters, 
for example, accuracy, overview, precision and area of ROC.The results exhibited 
demonstrate that Bayesian Network (BN) has the best execution to the degree review 
and exactness. 

Related Work 

The major phenomenal in making essential administration instruments that can isolate 
among kind and compromising revelations in chest harmful development is 
commented by the makers. They moreover see that when making gauge models, 
chance stratification is of genuine interest. According to their understanding, existing 
assessments reliant on the use of PC models, have also utilized express ML 
techniques, for instance, ANNs, in order to assess the risk of chest threat patients. In 
their work, ANNs are used in order to develop an estimate model that could portray 
unsafe mammographic disclosures from kind. They created their model with endless 
covered layers which summarizes better than frameworks with unobtrusive number of 
disguised centers. As for accumulated data in this assessment, 48.774 mammographic 
disclosures similarly as measurement threats parts and tumor characteristics were 
considered. Most of the mammographic records were evaluated by radiologists and the 



 

J. Mech. Cont.& Math. Sci., Vol.-14, No.-6 November-December (2019) pp 283-315 

Copyright reserved © J. Mech. Cont.& Math. Sci. 
B Sankara Babu et al 

296 
 

examining information was gotten. This dataset was then supported as commitment to 
the ANN model. Its show was assessed by strategies for multiple times cross 
endorsement. Also, in order to hinder the case of over- fitting the makers used the ES 
approach. This philosophy, generally, controls the framework goof during planning 
and stops it if over-fitting occurs. The decided AUC of their model was 0.965 in the 
wake of getting ready and testing by strategies for multiple times cross endorsement. 
The makers stated that their model can accurately assess the peril examination of chest 
dangerous development patients by planning a gigantic data test. They in like manner 
articulated that their model is exceptional among others if we consider that the most 
huge factors they used to set up the ANN model are the mammography revelations 
with tumor vault results. One amazingly entrancing trademark concerning this 
assessment is the check of two essential portions of precision, to be explicit division 
and modification. Isolation is a metric that someone processes to disengage kind 
irregularities from destructive ones, while alteration is an estimation used when a risk 
figure model means to stratify patients into high or by and large safe groupings. The 
makers plotted (I) a ROC twist to evaluate the discriminative limit of their model and 
(ii) an arrangement twist for differentiating a brief timeframe later their model's 
change with the perfect change of predicting chest threat shot. Beside these 
revelations, the makers in like manner saw that the usage of a mix of screening and 
investigative datasets can't be reliably disconnected when urging as commitment to the 
ANN. Thusly, to beat such controls the makers should consider the explanation behind 
preprocessing adventures for changing the unrefined data into appropriate 
arrangements for resulting examination. 

III. Proposed Method 

Had gone totally considered the heterogeneous systems and achieved the best 
results for cost minimization on tree and clear course cases for heterogeneous 
structures. For seeing Breast hurt for the most part AI frameworks are used in CAD. In 
this framework we proposed versatile outfit hurling a vote against methodology for 
broke chest hazard using Wisconsin Breast Cancer database. The purpose behind this 
work is to consider and explain how ANN and crucial check outfit better course of 
action when its work with get-together AI figurings for diagnosing chest destructive 
improvement even the sections are reduced. In this paper we used the Wisconsin 
Diagnosis Breast Cancer dataset. Absolutely when stood separated from related work 
from the piece. It is shown that the ANN approach with chose figuring is achieves 
better exactness from another AI count. Next we go well past by imagining Benign  or 
Malignant tumor in chest hurt affliction. This is conceivable in light of the manner in 
which that we pack all sincerity classes (into kind or undermining) together which 
propose that a B(Benign) would demonstrate closeness of philanthropic tumor chest 
disease affliction and M(Malignant) would show nearness of dangerous tumor. Early 
on development is dimensionality decay for which we use uni-variate include 
confirmation with 16 parts that picks 16 segments from 32 characteristics. 
Legitimately what we get is a vector delineation as we got in issue 1, which on a 
fundamental level proposes 569 models x 32 highlights. For issue 2, we utilize a 80/20 
split where 80% of information is utilized to design classifier and 20% is utilized to 
test. Eventually, we look for after a near technique as we accomplished for issue 1 we 
apply 3 classifiers for example Direct SVM, Non-Linear SVM with RBF piece and 
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Stratified k- surmises cross underwriting with 4 overlays, just for an estimation of 
C=0.001. 
Clearly data information acknowledge a fundamental movement in want near to AI 
procedures. As is found in the dataset, in case, we have one class marks where the 
names respects are Benign and Malignant, and when we split the information into train 
and test, the number become phenomenally less which is simply commotion and can 
be completely expelled from the dataset by utilizing separating techniques and along 
these lines the straight model will be available to foresee the result much better with 
nonappearance of hullabaloo. In addition, univariate fuse choice dispose of 
comparative once-over of capacities and still acquire wants with amazing productivity. 
Additionally, we have composed tests utilizing nonlinear Random Forest part which is 
a regular first decision and a brief timeframe later confirming against ANN and 
decided descend into sin which crushed Random Forest in split case. Above all, It 
causes us in imagining the result similarly as gave us critical bits of finding out about 
the plausibility of information, which can be utilized in future to set up our classifiers 
in a colossally improved manner. 

Methodology Analysis 

The early examination of BC can improve the desire and shot of perseverance all 
around, as it can lift supportive clinical treatment to patients. Further definite social 
occasion of kind tumors can imagine patients experiencing silly medicines. 
Consequently, the right finding of BC and game-plan of patients into dangerous or 
liberal parties is the subject of much investigate. In light of its stand-apart central 
focuses in basic highlights conspicuous confirmation from complex BC datasets, AI 
(ML) is widely observed as the game plan of decision in Breast Cancer plan depiction 
and theory showing. Get-together and information mining methods are a compelling 
strategy to portray information. Particularly in helpful field, where those methods are 
broadly utilized in end and appraisal to pick. For seeing Breast sickness overall AI 
structures are used in CAD. In this structure we proposed versatile party hurling a 
ticket technique for dissected chest hazard using Wisconsin Breast Cancer database. 
The purpose behind this work is to take a gander at and explain how ANN and urgent 
estimation outfit better diagram when its work with gathering AI means diagnosing 
chest damaging progression even the segments are reduced. In this paper we used the 
Wisconsin Diagnosis Breast Cancer dataset. Right when showed up differently in 
association with related work from the course of action. It is shown that the ANN 
approach with chose estimation is achieves better exactness from another AI figuring. 

IV. Algorithm Selection 

Before you start looking ML calculations, you should have an obvious image 
of your information, your stress and your controls. 

Handle Your Data, the sort and sort of information we have acknowledge a key 
movement in picking which figuring to utilize. A few tallies can work with littler 
model sets while others require tons and monstrous proportions of tests. Certain 
calculations work with explicit sorts of information. For example Credulous Bayes 
works amazingly with firm information yet isn't at all delicate to missing information. 

Know your information, take a gander at Summary estimations and perceptions. 
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Percentiles can help perceive the range for a large portion of the information. 
Midpoints and medians can portray focal tendency. Affiliations can display solid 
affiliations 

Picture the information, box plots can perceive extraordinary cases. Thickness plots 
and histograms demonstrate the spread of information. Dissipate plots can depict 
bivariate affiliations 

Clean your information, direct missing worth. Missing information impacts a few 
models more than others. In spite of for models that handle missing information, they 
can be sensitive to it (missing information for express components can understand 
poor guesses). Pick how to regulate irregularities. Exceptions can be regular in 
multidimensional information. Two or three models are less delicate to peculiarities 
than others. Consistently tree models are less delicate to the vicinity of irregularities. 
Regardless fall away from the faith models, or any model that tries to utilize 
conditions, could be affected by exclusions. Exceptions can be the postponed outcome 
of awful information get-together, or they can be genuine amazing qualities. Does the 
information should be accumulated. 

Broaden your information, consolidate structure is the course toward going from 
grungy information to information that is set ready for appearing. It can fill different 
needs, Make the models less hard to decipher (for example binning). Catch 
continuously complex relationship (for example NNs). Decrease information excess 
and dimensionality (for example PCA). Rescale factors (for example controlling or 
normalizing). Various models may have specific segment building necessities. Some 
have worked in highlight building. 

Request the issue, the ensuing stage is to sort out the issue. This is a two-advance 
method. Organize by information: If you have named information, it's a planned 
learning issue. In the event that you have unlabelled information and need to discover 
structure, it's an autonomous learning issue. In the event that you need to streamline a 
target work by interfacing with a condition, it's an assistance learning issue. Describe 
by yield. In the event that the yield of your model is a number, it's a descend into sin 
issue. In the event that the yield of your model is a class, it's a depiction issue. On the 
off chance that the yield of your model is a lot of data social affairs, it's a get-together 
issue. Might you need to see an idiosyncrasy ? That is idiosyncrasy revelation 

Handle your objectives, what is your information putting away limit? Subordinate 
upon the point of confinement uttermost spans of your framework, you doubtlessly 
won't have the choice to store gigabytes obviously of activity/lose the faith models or 
gigabytes of information to clusterize. This is the situation, for example, for inserted 
frameworks. Does the guess ought to be quick? Reliably applications, it is evidently 
fundamental to have a figure as smart as would be reasonable. For example, in free 
driving, it's enormous that the solicitation for street signs be as lively as conceivable to 
stay away from occurrences. Does the learning ought to be smart? In explicit 
conditions, preparing models rapidly is basic, as it were, you have to quickly 
resuscitate, on the fly, your model with a substitute dataset. 

Locate the open figurings, eventually that you a reasonable comprehension of where 
you stand, you can perceive the estimations that are material and important to execute 
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utilizing the contraptions available to you. A portion of the variables influencing the 
decision of a model are: Whether the model meets the business objectives. How much 
pre setting up the model needs. How precise the model is. How wise the model is. 
How quick the model is: How long does it take to gather a model, and to what degree 
does the model take to make guesses. How flexible the model is. A critical criteria 
influencing decision of estimation is model multifaceted nature. If all else fails, a 
model is ceaselessly amazing is: It depends upon more highlights to learn and 
anticipate (for example utilizing two highlights versus ten highlights to predict an 
objective). It depends upon ceaselessly complex part arranging (for example utilizing 
polynomial terms, affiliations, or head partitions). It has progressively computational 
overhead (for example a solitary choice tree versus an optional woods of 100 trees). 
Other than this, a similar AI calculation can be made consistently complex subject to 
the measure of parameters or the decision of some hyperparameters. For instance, A 
fall away from the faith model can have more highlights, or polynomial terms and 
affiliation terms. A choice tree can have fundamentally hugeness. Making the most of 
a relative logically complex structures the opportunity of overfitting. 

Commonly used Machine Learning algorithms 

Linear Regression, these are likely the most clear counts in AI. Backslide counts can 
be used for example, when you have to figure some consistent motivator when 
appeared differently in relation to Classification where the yield is categoric. So at 
whatever point you are instructed to predict some future estimation regarding a 
method which is at present running, you can go with backslide count. Straight 
Regressions are in any case shaky in the occasion that features are overabundance, for 
instance in case there is multicollinearity. A couple of models where direct backslide 
can used are: Time to go one territory to another. Anticipating offers of explicit thing 
one month from now. Impact of blood alcohol content on coordination. Envision 
month to month blessing voucher bargains and improve yearly pay projections. 

Logistic Regression, performs twofold request, so the name yields are twofold. It 
takes direct blend of features and applies non-straight work (sigmoid) to it, so it's a 
very little event of neural framework. Key backslide gives stacks of ways to deal with 
regularize your model, and you don't have to worry as significantly over your features 
being compared, as you do in Naive Bayes. You in like manner have a wonderful 
probabilistic clarification, and you can without a doubt revive your model to take in 
new data, not at all like decision trees or SVMs. Use it in case you need a probabilistic 
structure or if you plan to get all the all the more getting ready data later on that you 
have to have the choice to quickly combine into your model. Key backslide can in like 
manner empower you to fathom the contributing factors behind the desire, and isn't 
just a revelation procedure. Determined backslide can be used in cases, for instance, 
Predicting the Customer Churn. Credit Scoring and Fraud Detection. Assessing the 
suitability of exhibiting endeavors. 

Decision trees, single trees are used only occasionally, yet in piece with various others 
they manufacture incredibly viable counts, for instance, Random Forest or Gradient 
Tree Boosting. Decision trees adequately handle incorporate coordinated efforts and 
they're non-parametric, so you don't have to worry over special cases or whether the 
data is straightforwardly particular. One shortcoming is that they don't support online 
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adjusting, so you have to recreate your tree when new models please. Another 
shortcoming is that they successfully overfit, yet that is the spot troupe methodologies 
like sporadic woods (or helped trees) come in. Decision Trees can similarly take a 
huge amount of memory (the more features you have, the more significant and greater 
your decision tree is most likely going to be). Trees are eminent gadgets for helping 
you to pick between a couple of methodologies. Theory decisions. Customer beat. 
Banks credit defaulters. Assembling versus Buy decisions. Potential client capacities. 

K-means, from time to time you don't have the foggiest thought regarding any names 
and your goal is to apportion names as shown by the features of articles. This is called 
clusterization task. Bundling estimations can be used for example, when there is a 
huge social affair of customers and you have to segment them into explicit get-
togethers subject to some standard characteristics. In case there are tends to like how is 
this dealt with or gathering something or concentrating on explicit social affairs, etc in 
your worry clarification then you should go with Clustering. The best injury is that K-
Means needs to know early what number of gatherings there will be in your data, so 
this may require a huge amount of starters to "induce" the best K number of packs to 
portray. 

Principal component analysis (PCA), gives dimensionality decline. Now and again 
you have a wide extent of features, in all probability significantly related between each 
other, and models can without a lot of a stretch overfit on an enormous proportion of 
data. By then, you can apply PCA. One of the keys behind the achievement of PCA is 
that despite the low-dimensional model depiction, it gives a synchronized low-
dimensional depiction of the components. The synchronized model and variable 
depictions give a way to deal with ostensibly find factors that are typical for a get-
together of tests. 

Support Vector Machines (SVM) is an organized AI methodology that is usually 
utilized in model  certification  and  depiction  problems — when  your  information  
has  totally  two  classes.  High accuracy, beguiling theoretical affirmations concerning 
overfitting, and with a genuine part they can work decently paying little regard to 
whether you're information isn't clearly discernable in the base segment space. 
Particularly prevalent in substance solicitation issues where high-dimensional spaces 
are the standard. SVMs are at any rate memory-real, difficult to make an elucidation 
of, and hard to tune. SVM can be utilized in evident applications, for example, seeing 
people with run of the mill ailments, for example,  diabetes,  formed  by  hand  
character  insistence,  content  categorization — news  articles  by subjects, money 
related exchange regard want. 

Naive Bayes, It is a social occasion structure subject to Bayes' hypothesis and simple 
to gather and especially pleasing for enormous informational records. Near to ease, 
Naive Bayes is known to beat even fundamentally refined game-plan techniques. 
Sincere Bayes is in like way a superior than normal decision when CPU and memory 
assets are a constraining variable. Credulous Bayes is too much clear, you're basically 
doing a lot of checks. On the off chance that the NB unexpected open door question 
genuinely holds, a Naive Bayes classifier will unite faster than discriminative models 
like decided fall away from the faith, so you need less preparing information. 
Furthermore, paying little regard to whether the NB uncertainty doesn't hold, a NB 
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classifier still as regularly as potential works splendidly in the long run. An OK wager 
if need something smart and essential that performs really well. Its rule affront is that 
it can't learn connection between highlights. Innocent Bayes can be utilized in genuine 
applications, for example, Sentiment assessment and substance depiction, 
Recommendation frameworks like Netflix, Amazon, To stamp an email as spam or not 
spam, Face insistence. 

Random Forest, is a troupe of choice trees. It can manage both fall away from the 
faith and depiction issues with titanic illuminating records. It moreover sees most 
fundamental components from an enormous number of data factors. Emotional Forest 
is altogether adaptable to any number of estimations and has typically good appears. 
By then at last, there are hereditary estimations, which scale sublimely well to any 
estimation and any information with insignificant learning of the information itself, 
with the most immaterial and least irksome execution being the microbial inborn 
check. With Random Forest regardless, learning might be moderate (subordinate upon 
the parameterization) and it is past the area of innovative personality to iteratively 
improve the conveyed models. Abstract Forest can be utilized in ensured applications, 
for example, Predict patients for high chances, Predict parts dissatisfactions in 
gathering, Predict advance defaulters. 

Neural networks, take in the stores of connection between neurons . The stores are 
adjusted, learning information point in the wake of learning information point . Right 
when all loads are prepared, the neural structure can be used to envision the class or an 
entirety, if there ought to build up an event of descend into sin of another information 
point. With Neural structures, unfathomably complex models can be prepared and they 
can be used as a sort of black box, without playing out an unpredictable complex part 
arranging before setting up the model. Gotten together with the "critical way of 
thinking" stunningly powerfully offbeat models can be grabbed to perceive new 
potential outcomes. For example object certification has been starting late enormously 
upgraded using Deep Neural Networks. Applied to solo learning assignments, for 
example, include extraction, huge taking in like way thinks highlights from unpleasant 
pictures or converse with inside and out less human intercession. Obviously, neural 
structures are difficult to simply explain and parameterization is unfathomably 
stunning. They are in like way very asset and memory concentrated. 
If all else fails you can utilize the fixations above to waitlist a few estimations in any 
case it is difficult to know clearly at the beginning which calculation will work best. It 
is usually best to work iteratively. Among the ML estimations you saw as potential 
exceptional philosophies, fling your information into them, run them all in either 
parallel or back to back, and toward the end assess the acquaintance of the checks with 
pick the best one(s). Taking everything into account, building up the correct reaction 
for a veritable issue is once in a while only an applied number shuffling issue. It 
requires nature with business requesting, models and standards, and assistants' 
anxieties comparably as significant bent. In managing a machine issue, having the 
decision to consolidation and change these is basic; the individuals who can do this 
can make the most worth. 

V. Implementation 

Breast Cancer (BC) is one of the most broadly perceived sicknesses among 
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women around the globe, addressing the majority of new harmful development cases 
and malady related passings as shown by overall estimations, making it a significant 
general restorative issue in the present society. 
The early finish of BC can improve the conjecture and probability of continuance by 
and large, as it can raise helpful clinical treatment to patients. Further exact gathering 
of positive tumors can stay away from patients encountering unnecessary medications. 
Thusly, the correct assurance of BC and request of patients into unsafe or sympathetic 
get-togethers is the subject of much ask about. By virtue of its stand- out central 
focuses in essential features disclosure from complex BC datasets, AI (ML) is 
commonly seen as the procedure of choice in BC configuration request and guess 
showing. Request and data mining procedures are an effective strategy to assemble 
data. Especially in helpful field, where those systems are commonly used in end and 
assessment to choose. 
Endorsed Screening Guidelines 

Mammography. The most huge screening test for chest threatening development is the 
mammogram. A mammogram is a X-light emission chest. It can perceive chest 
threatening development up to two years before the tumor can be felt by you or your 
PCP. Women age 40–45 or more prepared who are at typical peril of chest dangerous 
development should have a mammogram once consistently. Women at high risk 
should have yearly mammograms close by a MRI starting at age 30. 

Some Risk Factors for Breast Cancer 

Coming up next are a segment of the acknowledged risk factors for chest threatening 
development. In any case, most occurrences of chest danger can't be associated with a 
specific explanation. Talk with your essential consideration doctor about your specific 
danger. Age. The plausibility of getting chest illness increases as women age. Right 
around 80 percent of chest harmful developments are found in women past 50 years of 
age. Singular history of chest danger. A woman who has had chest threatening 
development in one chest is at an extended risk of making infection in her other chest. 
Family lineage of chest dangerous development. A woman has a higher risk of chest 
harmful development if her mother, sister or young lady had chest ailment, especially 
at an energetic age (before 40). Having various relatives with chest harmful 
development may similarly raise the risk. Genetic factors. Women with certain 
inherited changes, including changes to the BRCA1 and BRCA2 characteristics, are at 
higher risk of making chest threatening development during their lifetime. Other 
quality changes may raise chest dangerous development risk too. Childbearing and 
menstrual history. The more prepared a woman is the time when she has her first kid, 
the more imperative her threat of chest harmful development. In like manner at higher 
danger are: Women who release in light of the fact that at an early age (before 12). 
Women who experience menopause late (after age 55), Women who've never had 
children. 

Beginning Phase Data Preparation 

We will use the UCI Machine Learning Repository for chest dangerous development 
dataset. The dataset used in this story is transparently open and was made by Dr. 
William H. Wolberg, specialist at the University of Wisconsin Hospital at Madison, 
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Wisconsin, USA. To make the dataset Dr. Wolberg used fluid models, taken from 
patients with solid chest masses and an easy to-use graphical PC program called Xcyt, 
which is prepared for play out the examination of cytological features subject to a 
propelled yield. The program uses a curve fitting estimation, to figure ten features 
from each and every one of the phones in the model, than it processes the mean worth, 
over the top worth and standard screw up of every component for the image, 
reestablishing a 30 veritable valuated vector 

Quality Information: ID number 2) Diagnosis (M = destructive, B = positive) 3–32), 
Ten certified regarded features are prepared for each cell center: clear (mean of good 
ways from spotlight to centers around the fringe), surface (standard deviation of 
diminish scale regards), edge, area, smoothness (close by assortment in range lengths), 
minimization (perimeter²/zone — 1.0), concavity (earnestness of bended bits of the 
structure), internal centers (number of depressed pieces of the shape), uniformity, 
fractal estimation ("coastline estimation" — 1). The mean, standard misstep and "most 
observably horrendous" or greatest (mean of the three greatest characteristics) of these 
features were enlisted for each image, realizing 30 features. For instance, field 3 is 
Mean Radius, field 13 is Radius SE, field 23 is Worst Radius. 
Objectives ,This examination intends to see which features are most valuable in 
foreseeing risky or great threatening development and to see general examples that 
may help us in model assurance and hyper parameter decision. The goal is to arrange 
whether the chest infection is benevolent or hazardous. To achieve this I have used AI 
gathering systems to fit a limit that can predict the discrete class of new input. 

First Phase as Data Exploration 

We will use Spyder to tackle this dataset. We will at first go with getting the 
indispensable libraries and import our dataset to Spyder . We can take a gander at the 
enlightening file using the pandas' head() system. Portrayal of data is an essential 
piece of data science. It gets data and besides to uncover the data to another person. 
Python has a couple of entrancing portrayal libraries, for instance, Matplotlib, 
Seaborn, etc. In this paper we will use pandas' portrayal which is based over 
matplotlib, to find the data scattering of the features. 

Second Phase as Categorical Data 

Obvious data are factors that contain imprint regards rather than numeric values.The 
number of potential characteristics is normally compelled to a fixed set. For example, 
customers are normally portrayed by country, sexual direction, age bundle, etc. We 
will use Label Encoder to check the out and out data. Imprint Encoder is the bit of 
SciKit Learn library in Python and used to change over obvious data, or substance 
data, into numbers, which our judicious models can all the more probable get it. 

Separating the dataset The data we use is commonly part into planning data and test 
data. The planning set contains a known yield and the model learns on this data in 
order to be summarized to other data later on. We have the test dataset (or subset) in 
order to test our model's figure on this subset. We will do this using SciKit-Learn 
library in Python using the train_test_split method. 

Third Phase as Feature Scaling 
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Most by far of the events, your dataset will contain incorporates incredibly varying in 
degrees, units and range. In any case, since, most of the AI figurings use Eucledian 
partition between two data centers in their counts. We need to convey all features to a 
comparable level of sizes. This can be practiced by scaling. This suggests you're 
changing your data so it fits inside a specific scale, like 0–100 or 0–1. We will use 
Standard Scaler strategy from SciKit-Learn library. 

Fourth Phase as Model Selection 

This is the most stimulating stage in Applying Machine Learning to any Dataset. It is 
generally called Algorithm decision for Predicting the best results. Normally Data 
Scientists use different kinds of Machine Learning computations to the gigantic 
instructive accumulations. In any case, at unusual express all of those different 
figurings can be described in two social events : managed learning and solo learning. 
Without consuming much time, I would basically give a brief diagram about these two 
sorts of learnings. Managed learning : Supervised learning is a sort of structure where 
both data and needed yield data are given. Data and yield data are set apart for 
gathering to give a learning reason to future data getting ready. Managed learning 
issues can be furthermore gathered into Regression and Classification issues. A 
backslide issue is the time when the yield variable is a certified or steady worth, for 
instance, "remuneration" or "weight". A request issue is the time when the yield 
variable is an arrangement like filtering messages "spam" or "not spam". Independent 
Learning : Unsupervised learning is the count using information that is neither 
described nor named and empowering the computation to catch up on that information 
without heading. In our dataset we have the outcome variable or Dependent variable 
i.e Y having only two plan of characteristics, either M (Malign) or B(Benign). So we 
will use Classification computation of coordinated learning. We have different sorts of 
course of action figurings in Machine Learning are Logistic Regression, Nearest 
Neighbor, Support Vector Machines, Kernel SVM, Naïve Bayes, Decision Tree 
Algorithm, Random Forest Classification. 

We will use sklearn library to import all of the systems for course of action figurings. 
We will use LogisticRegression system for model decision to use Logistic Regression 
Algorithm, We will by and by anticipate the test set results and check the accuracy 
with all of our model. To check the precision we need to import confusion_matrix 
system for estimations class. The perplexity matrix is a technique for grouping the 
amount of mis-portrayals, i.e., the amount of foreseen classes which ended up in an off 
kilter request canister reliant on the veritable classes. We will use Classification 
Accuracy technique to find the exactness of our models. Plan Accuracy is what we 
ordinarily mean, when we use the term exactness. It is the extent of number of right 
estimates to the total number of information tests. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒
 

To check the correct desire we have to check perplexity system article and incorporate 
the foreseen results corner to corner which will be number of right estimate and 
subsequently separate by hard and fast number of figures. 

Logistic Regression, Determined backslide, paying little heed to its name, is an 
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immediate model for game plan rather than backslide. Determined backslide is in like 
manner alluded to in the composition as logit backslide, most prominent entropy 
request (MaxEnt) or the log-straight classifier. In this model, the probabilities 
delineating the potential aftereffects of a lone primer are shown using a key limit. 
Vital backslide is realized in LogisticRegression. This use can fit twofold, One-versus 
Rest, or multinomial determined backslide with optional ℓ1, ℓ2 or Elastic-Net 
regularization. As an improvement  issue, parallel class ℓ2 rebuffed key backslide 
limits the going with cost work in underneath condition. 

min
1

2
𝑊 𝑊 + 𝐶 𝑙𝑜𝑔 𝑒𝑥𝑝 −𝑦(𝑥 𝑊 + 𝐶) + 

So additionally, ℓ1 regularized vital backslide deals with the going with streamlining 
issue in underneath condition. 

 min‖𝑊‖ + 𝐶 𝑙𝑜𝑔 𝑒𝑥𝑝 −𝑦(𝑥 𝑊 + 𝐶) + 1 

Adaptable Net regularization is a mix of ℓ1 and ℓ2, and limits the going with cost 
work in underneath condition 

min
1 − 𝜌

2
𝑊 𝑊 + 𝜌‖𝑊‖ +  𝐶 𝑙𝑜𝑔 𝑒𝑥𝑝 −𝑦(𝑥 𝑊 + 𝐶) + 1 

where ρ controls the nature of ℓ1 regularization versus ℓ2 regularization (it identifies 
with the l1_ratio parameter). Note that, in this documentation, it's acknowledged that 
the target yi takes regards in the set 
−1,1 at primer I. We can similarly see that Elastic-Net is equivalent to ℓ1 when ρ=1 
and indistinguishable from ℓ2 when ρ=0. 

Nearest Neighbors 
The standard behind closest neighbor systems is to discover a predefined number of 
preparing tests nearest in parcel to the new point and imagine the name from these. 
The measure of tests can be a client depicted unfaltering (k-closest neighbor learning), 
or differ subject to the near to thickness of focuses (length based neighbor learning). 
The parcel can, with everything considered, be any estimation measure: standard 
Euclidean separation is the most remarkable decision. The neighbors-based 
methodology is known as non-condensing AI strategies since they fundamentally 
"review" the vast majority of its game plan information (potentially changed into a 
quick mentioning structure, for example, a Ball Tree or KD Tree).  
Smart calculation of closest neighbors is a working area of research in AI. The most 
guiltless neighbor search use consolidates the savage control calculation of parcels 
between all courses of action of focuses in the dataset: for N tests in D estimations, 
this strategy scales as O[DN2]. Productive mammoth control neighbor's looks can be 
locked in for little information tests. In any case, as the measure of tests N develops, 
the animal power approach rapidly ends up infeasible.  
To address the wasteful computational pieces of the beast control approach, an 
assortment of tree-based information structures have been formed. Standard talking, 
these structures endeavor to reduce the necessary number of division estimations by 
competently encoding total parcel data for the model. The major thought is that if 
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bring up is distant from point B, and point B is near point C; by then, we comprehend 
that focuses An and C are very removed, without having to gain proficiency with their 
segment expressly. Along these lines, the computational expense of a closest 
neighbor's search can be diminished to O[DNlog(N)] or better. This is a noteworthy 
improvement over animal control for monstrous N.  

The ideal calculation for a given dataset is a tangled decision, and relies on various 
segments: several tests N (for example n_samples) and dimensionality D (for example 
n_features). Beast control question time makes as O[DN], Ball tree demand time 
makes as around O[Dlog (N)]. KD tree demand time changes with D in a manner that 
is hard to portray unequivocally. For little D (under 20 or something to that effect), the 
expense is around O[Dlog (N)], and the KD tree question can be skilled. For more 
prominent D, the cost increments to almost O[DN], and the overhead considering the 
tree structure can incite demand which is more postponed than savage power. 

Neighborhood Components Analysis (NCA) is a detachment metric learning figuring 
which hopes to improve the precision of nearest neighbors portrayal appeared 
differently in relation to the standard Euclidean partition. The estimation direct 
expands a stochastic variety of the disregard one k-nearest neighbors (KNN) score on 
the readiness set. It can similarly get acquainted with a low-dimensional direct 
projection of data that can be used for data portrayal and brisk game plan. The target 
of NCA is to pick up capability with a perfect straight change system of size 
(n_components, n_features), which increases the total over all models I of the 
probability pi that I is precisely assembled, i.e.: 

𝑎𝑟𝑔𝑚𝑎𝑥 𝑃  

with N = n_samples and pi the probability of test I being precisely requested by a 
stochastic nearest neighbors rule in the insightful introduced space: 

𝑃 = 𝑃

∈

 

where Ci is the game plan of centers in a comparable class as test I, and pij is the 
softmax over Euclidean partitions in the embedded space: 

𝑃 =
exp (− 𝐿 − 𝐿 )

∑ 𝑒𝑥𝑝(− 𝐿 − 𝐿 )
                   𝑃 = 0 

Support Vector Machines 

Support vector machines (SVMs) [X] are a great deal of managed learning systems 
used for portrayal, backslide and oddities distinguishing proof. The upsides of 
assistance vector machines are: Effective in high dimensional spaces. Still feasible in 
circumstances where number of estimations is more important than the amount of 
tests. Usages a subset of planning centers in the decision limit (called support vectors), 
so it is moreover memory viable. Adaptable: various Kernel limits can be 
demonstrated for the decision limit. Customary segments are given, yet it is in like 
manner possible to demonstrate custom bits. The drawbacks of assistance vector 
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machines include: If the amount of features is much more unmistakable than the 
amount of tests, keep up a vital good ways from over-fitting in picking Kernel limits 
and regularization term is basic. SVMs don't clearly give probability measures, these 
are resolved using an expensive five-wrinkle cross-endorsement (see Scores and 
probabilities, underneath). Given planning vectors xi Rp, i=1,… , n, in two classes, 
and a vector y {1,−1}n, SVC deals with the going with base issue: 

𝑚𝑖𝑛 , ,

1

2
𝑊 𝑊

+ 𝐶 𝐶       𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝑦 𝑊 ∅ 𝑥 + 𝑏 ≥ 1 − 𝐶     𝑤ℎ𝑒𝑟𝑒 𝐶

≥ 0, 𝑖 = 1, … . . 𝑛 
where e is the vector of all of the ones, C>0 is the upper bound, Q is a n by n positive 
semidefinite cross section, Qij≡yiyjK(xi,xj), where K(xi,xj)=ϕ(xi)Tϕ(xj) is the bit. Here 
getting ready vectors are undeniably mapped into a higher (conceivably unbounded) 
dimensional space by the limit ϕ. The decision function is: 

min
∝

1

2
𝛼 𝑄 − 𝑒      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦 𝛼 = 0  𝑤ℎ𝑒𝑟𝑒 0 ≤ 𝛼 ≤ 𝐶, 𝑖 = 1, … … . 𝑛 

𝑠𝑖𝑔𝑛( 𝑦 𝛼 𝑘(𝑥 , 𝑥) + 𝑝 

Kernel SVM 

SVM estimations use a ton of logical limits that are portrayed as the bit. The limit of 
bit is to acknowledge data as information and change it into the required structure. 
Different SVM counts use different sorts of bit limits. These limits can be different 
sorts. For example immediate, nonlinear, polynomial, winding reason work (RBF), 
and sigmoid. Present Kernel capacities with regards to gathering data, charts, content, 
pictures, similarly as vectors. The most used sort of bit limit is RBF. Since it has kept 
and restricted response along the entire x-turn. The piece limits return the inward thing 
between two points in a proper component space. Subsequently by portraying an idea 
of comparability, with insignificant computational cost even in high-dimensional 
spaces. 

𝑘(𝑥, 𝑦) = 1 + 𝑥𝑦 + 𝑥𝑦𝑚𝑖𝑛(𝑥, 𝑦) −
𝑥 + 𝑦

2
𝑚𝑖𝑛(𝑥, 𝑦) +

1

3 
 𝑚𝑖𝑛(𝑥, 𝑦)  

Naïve Bayes Naive Bayes methods are a great deal of coordinated learning counts 
reliant on applying Bayes' speculation with the "guileless" assumption of unexpected 
self-rule between each pair of features given the estimation of the class variable. 
Bayes' speculation communicates the going with relationship, given class variable y 
and ward feature vector x1 through Xn 

𝑃(𝑦|𝑥 , … … . 𝑥 )𝛼𝑃(𝑦) 𝑃(𝑥 |𝑦) → 𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥  𝑃(𝑦) 𝑝(𝑥 |𝑦) 

Decision Trees (DTs) [XI] are a non-parametric managed learning methodology used 
for gathering and backslide. The goal is to make a model that predicts the estimation 
of a target variable by taking in clear decision standards induced by the data features. 
For instance, in the model underneath, decision trees gain from data to derive a sine 
twist with a great deal of in case else decision rules. The more significant the tree, the 



 

J. Mech. Cont.& Math. Sci., Vol.-14, No.-6 November-December (2019) pp 283-315 

Copyright reserved © J. Mech. Cont.& Math. Sci. 
B Sankara Babu et al 

308 
 

more eccentric the decision rules and the fitter the model. Given planning vectors 
xi∈Rn, i=1,… , l and a name vector y∈Rl, a decision tree recursively section the space 
to such a degree, that the models with comparative names are assembled. Give the 
data at center point m an opportunity to be addressed by Q. For each contender split 
θ=(j,tm) including a component j and edge tm, bundle the data into Cleft(θ) and 
Qright(θ) subsets 

𝑄 (𝜃) = (𝑥, 𝑦) 𝑥 ≤ 𝑡   𝑎𝑛𝑑 𝑄 (𝜃) = 𝑄 𝑄 (𝜃) 
The impurity at m is computed using an impurity function H(), the choice of which 
depends on the task being solved (classification or regression) 
 

𝐺(𝑄, 𝜃) =
𝑛  

𝑁
 𝐻(𝑄 (𝜃) +

𝑛

𝑁
 𝐻(𝑄 (𝜃)         𝑤ℎ𝑒𝑟𝑒 𝜃

= 𝑎𝑟𝑔𝑚𝑖𝑛  𝐺(𝑄, 𝜃) 
If a target is a  classification  outcome  taking  on  values  0,1,…,K-1,  for  node m,  
representing  a  region Rm with Nm observations, let 

𝑃 =
1

𝑁
 𝐼(𝑦 = 𝑘)

∈

 

be the proportion of class k observations in node m, Common measures of impurity 
are Gini, Entropy and Misclassification are given below where Xm training data in 
node m. 

𝐻(𝑋 ) = 𝑃 (1 − 𝑃 ) 𝑎𝑛𝑑  𝐻(𝑋 )

=  − 𝑃  log 𝑃 , 𝐻(𝑋 ) = 1 − max (𝑃 ) 

In case the goal is a relentless worth, by then for center m, addressing a territory Rm 
with Nm observations, typical criteria to restrain concerning choosing territories for 
future parts are Mean Squared Error, which constrains the L2 bumble using mean 
characteristics at terminal centers, and Mean Absolute Error, which confines the L1 
slip-up using center characteristics at terminal centers. Mean Squared Error Mean 
complete mix-up is given as 

𝐻(𝑋 ) =
1

𝑁
(𝑦 − 𝑦

∈

)  𝑎𝑛𝑑 𝐻(𝑋 ) =
1

𝑁
|𝑦 − 𝑦

∈

| 

 

Random Forest Classification [XII] 

Self-assertive timberlands or unpredictable decision boondocks are a troupe learning 
system for course of action, backslide and various endeavors that works by structure 
an enormous number of decision trees at getting ready time and out putting the class 
that is the technique for the classes (portrayal) or mean desire (backslide) of the 
individual trees. Sporadic decision timberlands directly for decision trees' inclination 
for overfitting to their readiness set. 

Decision trees [XIII] are a celebrated methodology for various AI endeavors. Tree 
learning "come[s] closest to meeting the necessities for filling in as an off-the-rack 
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framework for data mining", state Hastie et al., "since it is invariant under scaling and 
various changes of feature regards, is overwhelming to thought of insignificant 
features, and conveys inspectable models. Regardless, they are just to a great extent 
precise". In particular, trees that are turned out to be incredibly significant will when 
all is said in done adjust uncommonly sporadic models: they overfit their readiness 
sets, for instance have low inclination, yet very high vacillation. Self-assertive 
timberlands are a strategy for averaging different significant decision trees, arranged 
on different bits of a comparable planning set, with the goal of diminishing the 
variance. This goes to the burden of a little increase in the inclination and some loss of 
interpretability, yet all things considered inconceivably helps the introduction in the 
last model. 
Bagging, [XIV]The planning estimation for self-assertive boondocks applies the 
general strategy for bootstrap conglomerating, or sacking, to tree understudies. Given 
a readiness set X = x1, ..., xn with responses Y = y1, ..., yn, stowing more than once 
(B times) picks a self-assertive model with substitution of the arrangement set and fits 
trees to these models: For b = 1, ..., B:, Sample, with substitution, n getting ready 
models from X, Y; call these Xb, Yb. Train a gathering or backslide tree fb on Xb, Yb. 
In the wake of getting ready, gauges for unnoticeable models x' can be made by 
averaging the desires from all the individual backslide trees on x': 

𝑓 =
1

𝐵
𝑓 𝑥  

or then again by taking the lion's offer decision by virtue of game plan trees. This 
bootstrapping framework prompts better model execution since it lessens the 
difference in the model, without extending the tendency. This infers while the 
estimates of a single tree are significantly fragile to hullabaloo in its readiness set, the 
ordinary of various trees isn't, the length of the trees are not associated. Basically 
setting up various trees on a singular planning set would give solidly related trees (or 
even a comparable tree usually, if the readiness count is deterministic); bootstrap 
testing is a strategy for de-relating the trees by showing them assorted getting ready 
sets. Besides, a check of the powerlessness of the gauge can be made as the standard 
deviation of the desires from all the individual backslide trees on x': 
 

𝜎 =
∑ (𝑓 (𝑥 ) − 𝑓 )

𝐵 − 1
       𝑦 =  𝑊(𝑋 , 𝑋 )𝑦  

The amount of tests/trees, B, is a free parameter. Conventionally, a few hundred to a 
couple of thousand trees are used, dependent upon the size and nature of the 
arrangement set. A perfect number of trees B can be found using cross-endorsement, 
or by watching the out-of-sack botch: the mean figure botch on every arrangement test 
xᵢ, using only the trees that didn't have xᵢ in their bootstrap test. The planning and test 
slip-up will all in all level off after some number of trees have been fit. 

Relationship to nearest neighbors, An association between unpredictable forests and 
the k- nearest neighbor estimation (k-NN) turns out that both can be viewed as 
assumed weighted neighborhoods plans. These are models worked from an 
arrangement set 〖{〖(x〗_i-y_i)}〗_(i=1)^n that make desires for new centers x' by 
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looking "territory" of the point, formalized by a weight work W: Since a woods 
midpoints the figures of a great deal of m trees with individual weight limits Wj its 
desires are 

𝑦 =  
1

𝑚
 𝑊 (𝑥 , 𝑥 )𝑦 = (

1

𝑚
𝑊 (𝑥 , 𝑥 )𝑦 ) 

This shows the whole forest is again a weighted neighborhood contrive, with burdens 
that ordinary those of the individual trees. The neighbors of x' in this comprehension 
are the centers Xi having a comparable leaf in any tree j. Thusly, the territory of x' 
depends in a capricious way on the structure of the trees, and along these lines on the 
structure of the planning set. 

VI. Results and Discussion 

In this chapter, we proposed a procedure where we take a gander under the 
most favorable conditions sensible for chest danger expectation. First we have 
assembled the Wisconsin Breast Cancer Dataset [XV] from cancer.net site for instance 
dataset to realize various computations on it and increase the best outcome, by then 
pre-process the dataset and select 26 huge features. This assessment expects to see 
which features are most valuable in predicting perilous or merciful illness and to see 
general examples that may help us in model assurance and hyper parameter decision. 
The goal is to describe whether the chest sickness is liberal or hazardous. To achieve 
this we have used AI request methodologies to fit a limit that can envision the discrete 
class of new input. In this structure we used pandas' portrayal which is based over 
matplotlib, to find the data apportionment of the features. 

Standardization Method, In this methodology the dataset is a typical basic for a 
couple of, AI estimators. In this paper we have made specific information acumen for 
information pre-arranging. First we have check bargaining and friendly from all 
dataset and plot in diagram structure. 
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Fig 3. Representation of dataset by Malignant (M) and Begin (B) 

In second compose we have made a Violin plot for dataset weight. It displays the 
dispersing of quantitative information over a few estimations of one out and out 
components with a definitive target that those spread can be looked. In proposed work 
we have made top 16 fuse violin plot for evaluation. By then we draw a scatterplot 
with non-covering focuses. This gives an overwhelming delineation of the distribution 
of attributes. The graph we have made a relationship scatterplot between dataset 
highlights for all the all the all the more understanding. 

 

Fig 4. Relationship scatterplot between Dataset 

In proposed work we have utilized Univariate [XVI] include choice method for 
explores each part self- sufficiently to pick the idea of the relationship of highlight 
with the reaction variable. This strategy are definitely not hard to run and handle are 
everything viewed as especially profitable for snatching a predominant comprehension 
of information. After run this philosophy we have 16 top highlights for chest hurtful 
advancement end. Uni - variate highlight choice check utilized chi2 strategy for taking 
care of chi- square nuances between each non-negative highlights and classes. 
Depiction of information is a basic bit of information science. It gets information 
what's more to uncover the information to someone else. Python has two or three 
enthralling perception libraries, for example, Matplotlib, Seaborn, and so on. In this 
structure we utilized pandas' depiction which is based over matplotlib, to discover the 
information allocation of the highlights. We can locate any absent or invalid 
information inspirations driving the instructive get-together (if there is any) utilizing 
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the going with pandas work. We will utilize Label Encoder to check the unmitigated 
information. Name Encoder is the bit of SciKit Learn library in Python and used to 
change over straight out information, or substance information, into numbers, which 
our wise models can all the practically certain get it. The information we use is 
ordinarily part into preparing information and test information. The game plan set 
contains a known yield and the model learns on this information so as to be condensed 
to other information later on. We have the test dataset (or subset) to test our model's 
craving on this subset. We will do this utilizing SciKit-Learn library in Python 
utilizing the train_test_split strategy. Figuring the distinction in dataset highlights for 
highlight scaling. The underneath fig.5 shows the depiction of recognition all 
characteristics. 

 
Fig 5. Visualization of all attributes 

 
Fig 6. Finding missing null data points using algorithms 
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Fig 7. Variance plot generation using algorithms 

 

 

Fig 8. Plotting the Malignant and Benign using dimensional plot 

The assessments are performed on the information dataset (Winsconsin Dataset) in 
context on the proposed system. First the algorithmic procedure is executed on the 
dataset and the dataset is preprocessed and diminished dimensional variable subspace 
is picked up. The quality/variable perplexity system is secured. The Breast 
contamination gathering for two classes of the dataset i.e., Benign(B) and 
Malignant(M) thickness dispersing is plotted. The dataset is part into arranging and 
testing dataset in the 80:20 degree. Further in the fundamental framework the dataset 
experiences a 4-wrinkle run cross support (CV) on the preparation set for Breast 
ailment class guess accuracy in the test set. Each examination is rehashed on various 
events to check whether the calculation makes a near model unfailingly. Better test 
exactness of 97.3% is obtained close by other precise execution parameters for Breast 
disease [XVII] check appear. 

In the wake of applying the unmistakable request models, we have underneath 
exactnesses with different models, Logistic Regression — 95.8%, Nearest Neighbor 
— 95.1%, Support Vector Machines — 97.2%, Kernel SVM — 96.5%, Naive Bayes 
— 91.6%, Decision Tree Algorithm — 95.8%, Random Forest Classification — 
98.6%. So finally we have produced our course of action model and we can see that 
Random Forest Classification estimation gives the best results for our dataset. Well its 
not always material to each dataset. To pick our model we by and large need to look at 
our dataset and a short time later apply our AI model. 

VII. Conclusion 

This work is the proposed an outfit AI strategy for conclusion bosom disease, 
in which we can find in the table and chart that proposed technique is appearing with 
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the 97.3% exactness. In this structure we utilized just 16 highlights for determination 
of malignancy. There are a lot more issues that could have been researched further and 
incorporated into this system however the work must be made to an inference sooner 
or later. This present work fabricates a system which can be based on different 
calculations. It tends to be joined with a hypothetical establishment and advancement 
of neuro-fluffy systems with hereditary improvement and weight introduction 
strategies which can be upgraded utilizing profound learning techniques.The 
exhibitions of different Neural Networks grouping models were likewise researched 
for the bosom malignant growth finding issue. The execution dimension of SVM was 
not as high as those of the SOM and PCA. This might be credited to a few variables 
including the preparation calculations, estimation of the system parameters, and the 
dissipated and blended nature of the highlights. This work shows that ANN and 
calculated relapse gives preferable arrangement precision over all other neural 
classifiers broke down and can be viably utilized for bosom malignant growth 
determination to support oncologists. 

In future, all highlights of UCI are to be considered to accomplish best precision. Our 
work demonstrated that neural system is likewise viable for human imperative 
information investigation and we can do pre- finding with no exceptional medicinal 
learning. 
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Abstract
Images are acquired and stored digitally these days. Image forensics is a science which is concerned with revealing the 
underlying facts about an image. The universal approaches provide a general strategy to perform image forensics irre-
spective of the type of manipulation. Identification of acquisition device is one of the significant universal approach. This 
review paper aims at analyzing the different types of device identification approaches. All research papers aiming camera 
and mobile detection using image analysis were acquired and then finally 60 most suitable papers were included. Out of 
these, 32 states of art papers were critically analyzed and compared. As every research starts with the literature review such 
analysis is significant. This is the first attempt for source camera and source mobile detection evaluation as per the authors 
knowledge. The authors have concluded that the Accuracy rate of Lens Aberration based detection techniques deteriorates 
when the different source camera from same brand were under consideration. The performance of color filter array Based 
Detection techniques dropped when the post processing operation were used on images. These techniques were vulnerable 
to high compression rate for JPEG images.

1  Introduction to Image Forgery 
and Forensics

An image is a grouping of pixels. These pixels are arranged 
in rows and column to depict an image in a 2-dimensional 
structure. Each pixel has some area and intensity value 
associated with it as exhibited in Fig. 1. Intensity values at 
respective areas constitute an image. An image processing 
operation will result in the modification of intensity value of 
pixels in an image. The amount of change in pixel intensity 
depends on the image processing procedure. For example, 
if the brightness of an image needs to be increased or con-
trast needs to be enhanced; the intensity value of the pixels 
needs to be altered slightly. While if one object needs to be 
translated or rotated in the image, then the intensity values of 

the pixels need to be changed altogether. An image is char-
acterized by its color depth and resolution. The color depth 
of an image is controlled by the quantity of bits (k) required 
to represent an image pixel. Generally, a pixel is represented 
by 24 bits; 8-bit for each Red, Green and Blue (R, G and 
B) plane, thus resulting in color depth of  224 colors in the 
image. Another significant attribute of an image is its reso-
lution. It is equivalent to the quantity of pixels present in 
an image. It is determined as the product of the number of 
rows (m) and number of columns (n) of pixels present in an 
image, i.e. ‘m × n’. Resolution and color depth of an image 
has a direct impingement on the image size. The image size 
is determined as ‘m × n × k’. The image size increases when 
either number of pixels, or the color depth increases. A good 
quality image, having high resolution and high color depth, 
would have a larger image size as compared to a poor-qual-
ity image with the same visual substance. There are many 
file formats available for images like BMP, TIFF, PNG and 
JPEG. Some of them offer information preservation while 
others offer less memory consumption. The selection of file 
format depends on the usage and purpose of the image. One 
must consider file size, application and image quality before 
selecting an appropriate file format. Image formats such as 
BMP, PNG and TIFF use a lossless compression scheme and 
maintain the quality of the image; while lossy compression 
file formats like GIF and JPEG sacrifices image quality for 
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file size. Lossy file formats specifically discard some infor-
mation from the image in such a way that no visual discrep-
ancies appear. These lossy file formats may have different 
quality factors based on the amount of information discarded 
or quality degradation in the image. Thus, color depth, reso-
lution, and image format are the basic characteristics of an 
image and are the basis for processing and manipulations in 
a digital image [30, 51].

Images have become indispensable in the present digi-
tal era. Earlier, images were considered as the evidence of 
events, but nowadays images could not be trusted blindly. 
Due to easy availability of image manipulation tools, the 
images are prone to various types of tampering and this is 
known as image forgery. Whenever an image is presented as 
facts, it must be first checked for its authenticity and origi-
nality. This is achieved by image forensics. Image forensics 
is a science which is concerned with revealing the underly-
ing facts about an image. Images are acquired and stored 
digitally these days. Digital image forensics (DIF) achieves 
authentication of images by examining their digital version. 
DIF can validate and verify the image origin and authentic-
ity. It can provide answers to various questions about images 
such as

• ‘Is this image an authentic image or a composition of 
different images from different sources?’

• ‘What was the make of camera or printer used?’
• ‘What is the time, date and location for capturing?’
• ‘Is it digitally tampered to mislead the viewer?’
• ‘Does it hide secret messages behind it?’

Most of the accessible methods embed security features 
in images/documents. These methods are expensive and 
practically difficult to use. The need is to have easy, fast 
and low-cost solutions, to detect forged images/documents. 
A passive approach detects the image/document authentic-
ity based on its intrinsic fingerprints. It does not use any 

preventive measure in advance. Passive techniques can be 
classified as intended or universal. Intended passive foren-
sics (IPF) class of passive techniques aims at detecting spe-
cific type of image forgery detection. These approaches are 
based on two major operations i.e. copy-move and image 
splicing. The intended approaches have clear intensions to 
identify a specific type of image forgery. The universal pas-
sive forensics (UPF) class of approaches is general in nature. 
They can be employed to detect any type of digital forgery. 
These approaches look for general disturbances in images 
which appear due to manipulations.

2  Contribution and Motivation of this Paper

The universal passive forensics (UPF) is a much-evolved 
domain in image forensics. One part of UPF targets at identi-
fying the source/acquisition device of the questioned image. 
Acquisition process introduces hardware-based fingerprints 
in the images. It is possible to identify the acquisition device 
using these fingerprints. Regardless of other properties of 
the image this technique aims at identifying the source of 
the image. If the characteristics of the source device of 
the image does not match the expected device, it gives a 
clue of manipulation in the image. One approach for image 
source identification is to verify a feature vector that can 
recognize the uniqueness of a digital camera, and then use 
those features to classify images originating from a specific 
camera. When a part of the image is replaced by a part of 
another image, acquired with a different device or settings, 
the regular characteristics of the image gets disturbed. The 
discrepancy of the intrinsic fingerprints from various regions 
can reveal such type of image tampering. A few approaches 
based on different source elements from the image acquisi-
tion pipeline exist (as depicted in Fig. 2).

Some of these approaches are based on lens aberra-
tion, sensor pattern noise, CFA pattern, demosaicing and 

Fig. 1  Image and its representa-
tion
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gamma correction. As a lot of literature is available and the 
research is still on, a constructive review of this domain is 
very much required. A lot of analysis has been presented for 
copy, move, image splicing and passive forensics, but it is 
not there for source device attribution. The authors have pre-
sented one novel approach for printer device attribution [31] 
and now the attempt is camera attribution. But as the first 
step is review of state of art, the author fails to find a critical 
review for the same. This is the first attempt to analyze the 
existing techniques for camera device attribution to the best 
of our knowledge. The aim of this review is:

• To analyze the basic model of hand crafted and deep 
learned approach for CDI.

• To compare and statistically analyze the different hand-
crafted machine learned approaches.

• To compare and statistically analyze the deep learned 
approaches.

• To provide the future direction for the research in this 
domain.

3  Brief Overview of Universal Passive 
Forensics (UPF)

The universal approaches provide a general strategy to per-
form image forensics irrespective of the type of manipula-
tion. These approaches are based on the acquisition, coding 
or editing fingerprints [48].

• Acquisition Fingerprints

A digital acquisition device has various components. 
These components tend to alter the input signal in some 
ways and leave intrinsic fingerprints in the image. Cam-
era optical system, the image sensor and camera software 
have their unique fingerprints. Even if the acquisition steps 
remain same but still the fingerprints of sensors and camera 
may differ due to use of hardware from different manufac-
turers. The traces vary with the specific camera brand and/
or model. Each hardware part will introduce some distinc-
tive fingerprints on the image. This fingerprint is unique for 
every lens, camera, sensor or CFA. One can even distinguish 
the individual device from the same manufacturer. These 
features are obvious and intentional. The absence of coher-
ence in these fingerprints can be taken as a clue of image 
forgery.

• Coding Fingerprints

Different coding architectures have different characteristic 
fingerprints. Most of the camera devices usually follow lossy 
compression while coding the image acquired. This com-
pression coding leaves its characteristic fingerprints on the 
image. These characteristics may even reveal the processing 
history of a compressed image. The presence of disturbances 
in the coding artifacts can be taken as an evidence of tamper-
ing. JPEG image analysis is widely used for this purpose. 
Every manipulated image needs to be encoded. The changes 
and disturbances due to encoding process can provide a clue 
about the manipulations performed on an image. Many con-
tributions have been made in the JPEG double compression 
detection for image forensics. Acceptable accuracy has been 
achieved using these techniques. The main challenges in the 

Fig. 2  Production of a digital image
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JPEG forensic analysis are varying false rate and overall 
accuracy while classifying JPEG images at different com-
pression quality factors [7, 24, 48].

• Editing Fingerprints

Editing of an image is very common as it may increase 
the utility of the image. The editing operation may be vis-
ible or non-visible. But every such operation disturbs the 
natural coherence of the image and affects its natural sta-
tistics. Editing fingerprints are statistical irregularities left 
in images due to manipulation activities. These fingerprints 
can be used to detect the tampering of images. These meth-
ods are based on the statistical analysis of various features 
drawn from the image characteristics. In these methods, 
first the image characteristics of the Spatial domain, Fou-
rier domain, Wavelet analysis, Shape descriptors, etc. are 
obtained. Statistical analysis of these characteristics reveals 
the truthfulness of the image [49]. Most of the statistical 
features-based algorithms utilize specific color channels for 
image forensics. A color image is always processed in three 
separate layers. Image data are represented in the three-color 
channels which contain intensity values for red, green, and 
blue planes. Although the RGB color space is extremely 
powerful and perceptive, RGB information may be trans-
formed to luminance (light intensity information) and chro-
minance (color information) information channels. Several 
color space models are available, but YCbCr is the second 
most popular after RGB. Use of Hue, Saturation and Value 
channels for feature extraction is also helpful in detecting 
tampering operations. The Hue is an important attribute of 
the color. It denotes the dominant color. Saturation is the 
purity of the color. It is estimated by the degree to which 
a pure color is mixed with white light. The Value work in 
conjunction with saturation and describes the brightness or 
intensity of the color. The luminous component (brightness) 
in HSV model is separated from color information (hue and 
saturation) [59, 60]. Other algorithms work on image qual-
ity assessment as it is assumed that whenever an image is 
altered the natural image statistics is disturbed. This dis-
turbance is captured using image quality measures (IQM). 
Several IQMs and their variations have been proposed to 
detect image tampering. But high false rate has been a prob-
lem with these algorithms [1]. One another class of algo-
rithms explores traces of re-sampling to identify tampering. 
Re-sampling is done to create a new image with a different 
number of pixels. Up-sampling is done to increase the size 
of an image. While down-sampling is done to reduce the 
image size. Geometric transformations are often required 
while performing image manipulations to give the image a 
natural appearance. These use re-sampling. Re-sampling is 
achieved using interpolation methods e.g., nearest neigh-
bors, bi-linear and bi-cubic. The interpolation step can be 

identified by the statistical study of the image and could be 
a clue for image forgery. Re-sampling causes statistical asso-
ciation in the image pixel intensity value. This association 
can be detected. The periodic associations are estimated by 
analyzing the interpolated pixels. An association indicated a 
specific type of re-sampling. But such estimation is difficult 
for images at low quality factors (QFs) [27, 50].

4  Open Challenges with Passive Image 
Forensics

Every forensic technique will have some desired character-
istics, and this keeps the challenges open in image forensics:

• High accuracy A passive forensic technique aims at clas-
sifying authentic and tampered images correctively in 
their respective class. If they can classify all the images 
correctly the accuracy rate would be 100%. Any wrong 
classification lowers its accuracy rate. So, high accu-
racy rate of classification is the most important issue 
for any technique. Accuracy has four parameters: true 
positive rate (TPR), false negative rate (FNR), false posi-
tive rate (FPR) and true negative rate (TNR). TPR and 
FNR denote the correct classification of authentic and 
tampered images in respective classes while FPR and 
TNR denote the wrong classification of authentic and 
tampered images respectively. A good classifier aims at 
high TPR and FNR and low FPR and TNR.

• Low dimensionality of features Every classification tech-
nique utilizes some features extracted from the image 
data for classification. Dimensionality depicts the num-
ber of features required for classification. High Dimen-
sionality of features will result in large computation time 
while very low dimensionality may result in low accu-
racy of classification. A classification technique always 
aims at low dimensionality of features.

• Robustness to noise Another important characteristic of 
an efficient forensic technique is that it must be robust 
to the noise present in the image. It can be ensured by 
validating the classification results of images in the pres-
ence of noise like White Gaussian Noise, Gaussian Blur 
and Fast Fading. A passive forensic technique may only 
be efficient if it maintains the accuracy of classification 
in the presence of various types of noise.

• Comparable performance for various JPEG quality 
images A JPEG image may have different compression 
rate and thus different quality factor (QF). A high QF 
ensures higher data preservice in the image. Whenever 
a tampering operation is performed on the image, it is 
resaved. Re-saving of image may be done at similar or 
different QF. Thus, the input questionable image may 
be authentic or tampered at any QF. A test suite must 
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contain combinations of authentic and tampered images 
at different QF as the classification results may vary for 
different combinations.

• Low computational complexity Computation complexity 
is an important measure of the effort made by the clas-
sification technique in terms of time and space. Most 
of classification techniques are based on feature extrac-
tion from the image and a computation cost is involved 
with every feature. Low dimensionality of features may 
reduce the computational cost, but some features have 
high computation cost as compared to others. So, before 
considering any feature its computational cost must be 
determined first; so that it could result in an efficient clas-
sifier technique.

• Integrated design Most of the classifiers aims at detecting 
one artifact in the image e.g. Copy-move, image splic-
ing, steganography or seam carving. While checking 
the authenticity of an image, the type of manipulation 
is almost always unknown. So, the image needs to be 
checked for various types of expected manipulations. An 
integrated classifier may solve this problem by classify-
ing an image as tampered, irrespective of the manipula-
tion operation. So, the focus is on identifying features 
which may be characteristic for various types of manipu-
lations. Thus, designing an integrated classifier is another 
challenge for the researcher community.

• Training data requirement Another important concern 
of a classifier design is the quantity of data required for 
the testing of the classifier. Different classifier techniques 
require different amount of data for testing purpose. If the 
test data availability is limited it will make the forensics 
more challenging.

• Classifier selection Classifier selection may affect the 
performance of image forensic technique. A classifier is 
selected based on the parameters mentioned above. The 
challenge is to identify the right kind of classifier so that 
it can give maximum accuracy with limited input.

5  Acquisition of an Image

The production of a digital image comprises the acquisition, 
coding and editing as three main phases, as shown in Fig. 2. 
During acquisition, the light emitted from an object or scene 
is focused by the lenses on the camera sensor. Camera sensor 
could be a charge-coupled device (CCD) or a Complemen-
tary metal-oxide semiconductor (CMOS). The captured light 
is filtered by the color filter array (CFA). CFA is a thin film 
which allows only a part of light to surpass it. Only Red 
color out of Red, Green, or Blue is captured. Then CFA 
interpolates the other two colors for each pixel [48].

Additional camera processing operations like color pro-
cessing, smoothening, sharpening and enhancement etc. 

may be applied on the image. This is called image acquisi-
tion. Then the image coding is done, and the coded image 
is stored into the camera memory. While coding, the image 
is compressed and then saved to memory storage. Most of 
the cameras use JPEG coding format to achieve compres-
sion as it is lossy and retain good image quality. The coded 
image is post-processed to enhance its usability. After the 
image is coded image editing may be performed as desired. 
Image editing operations like rotation, scaling, re-sampling, 
blurring, sharpening, morphing, seam carving, in-painting, 
copy-move or image splicing could be performed to enhance 
or change the image contents. After these changes the image 
is re-saved; hence re-compressed in JPEG format. At every 
stage, i.e. acquisition, coding and editing, some inherent 
traces are left behind in a digital image. These traces can be 
mined and examined to verify the authenticity of the image.

6  Survey Design

A structured survey of Source Device Attribution is reported 
in this section. For more optimization different steps have 
been followed that included in the survey are development 
of a survey protocol, conducting the survey, analyzing the 
results, reporting the results and discussion of findings. A 
sequence of techniques followed by orderly literature assess-
ment helps in accomplishing a comprehension of the current 
problem. An efficient surveying is a trustworthy research 
technique. It is believed to be a powerful technique to dis-
tinguish any research gaps and perceive ways for upcoming 
research work. A complete literature search is conducted 
with the assistance of search strings that will form the base 
of the responses to the research questions. The conclusion 
of this review would help in highlighting numerous chal-
lenges related to the field, along these lines encouraging 
the researchers to perform further investigations. Survey 
Protocol characterize the comprehensive layout, framework 
or an analogy to explore the plan regarding the inventory 
and monitoring tasks. The protocol also depicts the set of 
rules and guidelines for performing the survey on the lit-
erature work on the source device authentication process. 
It provides help to the novice researchers in this field with 
sufficient details regarding source device authentication. 
The principal goal of this organized survey is to execute a 
detailed analysis of the literature available on detection tech-
niques for various image forgery attacks. A search strategy 
is framed to initialize the process of a systematic survey 
with a hunt through electronic libraries to accumulate the 
appropriate literature. The search strategy is significant pur-
pose of the overview method. So, constructing an effective 
search strategy is considered as a critical pre-requisite. In 
this work, an automatic search was included a considera-
tion of four digital libraries, i.e. ACM Digital Library, IEEE 
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Xplore, Springer and ScienceDirect. The search was limited 
to the article title, abstract, and meta-data in ACM Digital 
Library, IEEE Xplore and ScienceDirect. Completing a pur-
suit query on Springer and Google Scholar delivered lot of 
results because of the absence of customization choices as in 
other digital libraries. Restricting the search keywords was 
sustained by all electronic databanks that aided in deciding 
a smaller search query.

7  Handcrafted Techniques for Camera 
Device Attribution

Whenever an image needs to be matched to its source, it 
requires some unique features of the source acquisition 
device. These features may be module imperfections, defects 
or faults. The deviation produced by a lens, noise in an 
imaging sensor, dust spots on a lens will introduce unique 
artifacts in images. Imaging sensors in source devices have 
various defects which may result in disturbances in the pixel 
intensity values. The sensor noise could be present due to 
pixel defects, fixed pattern noise (FPN) or photo response 
non uniformity (PRNU) [5, 6]. Some of the other methods 
involve the study of hardware utilized during image or docu-
ment acquisition and scanning etc. Usually optical or sen-
sor irregularities of the devices are studied for the purpose 
of image classification. The main challenge is to quantify 
small deviations/traces in an image. It is not easy as these 
noise pixels may be obscured by the image content itself. 
But they may not always give a meaningful classification 
due to varying operating conditions. Figure 3 show the gen-
eral framework for Machine Learning based CDA. In this 

approach, different image features as per different acquisi-
tion device characteristics are extracted. These features are 
fed to the classifier for training and a classifier model is 
obtained which is further tested for model verification.

The following sections analyses various hand-crafted 
machine learning based techniques for source camera 
detection.

• Lens Aberration-Based Detection

These techniques aim at analysis of aberrations intro-
duced by the lens system during the image production phase. 
Choi [14] claimed that lens radial distortion is the most suit-
able and robust method for camera identification. The unique 
pattern of radial distortion was explored for the identification 
of device camera. Van et al. [58] proposed lateral chromatic 
aberration to perform cell phone identification. Different 
experiments using manipulated and original images with 
random crops regions were performed. But the accuracy of 
the technique declined when it is experimented with differ-
ent camera models from the same brand.

• Color Filter Array (CFA) Based Detection

Most of the digital cameras are equipped with a CCD or 
CMOS sensors. These sensors have CFA which senses the 
color scene at various pixel locations. It is done only for one 
primary color i.e. Red. The remaining Blue and Green colors 
of the RGB color channels are obtained by interpolation 
process. Popescu and Farid [50] proposed CFA based source 
detection for digital image forensics. An image tampering 
localization scheme based on an expectation maximization 

Fig. 3  Machine learning based CDA
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(EM) algorithm was also implemented. The proposed model 
was used for lossless and lossy compressed image forensics. 
CFA interpolation was used to fill the missing pixel inten-
sity values in the pixel neighborhood during image acquisi-
tion. This method required the knowledge of CFA pattern 
of the respective acquisition device and the interpolation 
technique used. The technique failed for new capturing 
devices as these devices did not use CFA interpolation. The 
detection accuracy for evaluation of eight CFA interpolation 
algorithms was approximately 100% for high-quality images 
but it dropped for low quality images. Long and Huang [37] 
proposed a decision mechanism using 3-layer feed-forward 
neural network. They designed a majority-voting scheme 
for detecting demosaicing in images. The spatial periodic 
inter-pixel correlation due to CFA interpolation was rep-
resented in a quadratic form. The principal components of 
the coefficient matrix of every color channel were extracted 
and fed into the neural network for camera identification. 
Experiments demonstrate that presented method was effi-
cient and robust as well. Gallagher and Chen [28] developed 
a similar technique to detect and locate the image tamper-
ing. Demosaicing was stated as a type of passive watermark 
whose traces were found in the image signal. The demo-
saicing artifact was detected using Fourier analysis. The 
periodicities in the variance signal were detected to indicate 
demosaicing and, hence tampering. A standard test set of 
1600 images were used and accuracy of approximately 95% 
was reported. The algorithm was also applied for localizing 
forged image regions. It was demonstrated that demosaic-
ing parameter evaluation was not required to authenticate 
images. The detection of their presence was enough to indi-
cate a forgery. Swaminathan et al. [54] presented techniques 
to identify the inherent fingerprints of the source device for 
image forensics. Intrinsic fingerprints were classified into 
two categories i.e. in-camera and post camera. The intrinsic 
fingerprints were estimated using an imaging model. Esti-
mation of camera outputs was performed to obtain the post-
camera fingerprints/traces. The non-appearance of in-camera 
traces indicated that the test image was not a camera output 
and was possibly generated by the other image production 
process. The appearance of new post-camera traces indicated 
that the image has undergone post-camera processing.

Fan et al. [23] proposed demosaicing detection using a 
neural network framework. Computational rules used in 
demosaicing were simulated through bias and weight value 
adjustment. Inverse operation against interpolation was 
applied through the knowledge of demosaicing inter-pixel 
correlation. A neural network was used to represent the dif-
ficult computational rules for interpolation algorithms. This 
framework revealed a series of traces present due to demo-
saicing. 4-layer feed-forward, back propagation NNs was 
used. The transfer function of the output layer was linear. 
Three independent classifiers were used for classification 

decision. The decision was made based on majority voting 
scheme which integrated the decision of the three classifi-
ers. An image was classified as demosaiced/non-demosaiced 
based on the consensus of these classifiers. Kirchner [36] 
determined the pattern of the CFA in demosaiced digital 
images. The proposed method was based on a CFA synthesis 
procedure to determine the most likely raw sensor output 
for a given full-color image. Linear filter was used to evalu-
ate the legitimacy of digital images. The analysis of small 
sub-blocks diminished the effects of large local errors. This 
technique achieved low accuracy, especially in case of image 
JPEG compression. Ho et al. [32] proposed four algorithms 
which are based on aspects of inter-channel correlation. 
Bilinear, edge-directed with constant hue, projection-onto 
convex-sets and adaptive filtering algorithms were used to 
calculate variance maps (v-maps). 50 images from four cam-
eras of three different brands were used for experimentation. 
50% on the images were used for training and remaining 
were used for testing purpose. The inter-channel correlation 
was found to be complementary as it deals with pixel-cor-
relations resulted due to demosaicing, in a much better way.

Takamatsu et al. [55] described a method for estimating 
demosaicing from image noise variance. It was observed 
that the noise variance in interpolated pixels was low. The 
obtained CFA pattern estimation accuracy for high quality 
images was 95.8 and 98.4% for multiple and single image, 
respectively. But this accuracy decreased after the applica-
tion of post processing operation on demosaiced image. 
Chang et  al. [15] proposed photographic image (PIM) 
detection and device categorization method. The periodic-
ity event caused by color filter arrays (CFAs) and the demo-
saicking process was used. The proposed scheme exploited 
the prediction error statistics and local peak identification. 
The phenomenon for PIM detection was analyzed. Device 
classification was performed by analyzing local peaks in the 
Fourier spectrum. A hierarchical model was used for the 
same. PIMs and photo realistic computer graphics (PRCG) 
images were generated for method evaluation. The accuracy 
for 5805 images was 95.56%. The precision of the proposed 
method was 93% for different camera images for device class 
identification. Chen and Stamm [16] proposed an integrated 
model from submodels for SCI. Demosaicing errors based 
on image and interpolated image were calculated. Each sub-
model contains partial information about the demosaicing 
algorithm in a camera. Integration of sub-models was used 
to design a multi-class ensemble classifier. The proposed 
model identified the correct make and model of the source 
camera with an average accuracy of 99.2%.

Some author explored CFA based techniques for source 
mobile detection too. Celiktutan et al. [13] proposed using 
bit plane similarity as a measure to identify the source 
mobile camera. A few binary similarity measures were 
used as metrics. The features based on hese binary similarity 
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measures and image quality measures were classified with 
a KNN classifier. The major limitation was that the per-
formance deteriorates whenever highly compressed images 
were subjected to analysis. Cao and Kot [11] introduced an 
image classification algorithm based on image demosaic-
ing regularity. Partial derivative correlation models were 
proposed. The source mobile cameras were identified using 
demosaicing features extracted from the image. Eigen fea-
ture regularization and feature reduction were used. 14 com-
mercial cameras of different models were used for experi-
mentation. The detection accuracies were 97.5% and 99.1% 
for different models and 10 RAW-tools, respectively. The 
results were obtained using the SVM classifier. Cao and 
Kot [12] utilized the statistics of the CFA matrix interpo-
lation for source identification. Three sets of demosaicing 
features which included weights, error cumulants (EC) and 
normalized group sizes (NGS) were used. A total of 432 
features were extracted. eigenfeature regularization (ERE) 
is performed to decrease the number of features. Finally, a 
set of 20 Eigen features based on demosaicing features were 
used with PSVM classifier to identify 15 source devices i.e. 
mobile cameras. Zhao and Stamm [64] proposed a computa-
tionally effective approach for source mobile identification. 
The technique improved the approach proposed by Swa-
minathan et al. [54] for identification of an image’s source 
camera, in terms of accuracy and computation. The basic 
approach used least squares estimates of its demosaicing 
filter. Different experiments were performed to evaluate the 
performance of proposed method for obtaining demosaic-
ing filter estimates. It was compared with window-based 
approach. Self-captured pictures from 13 different camera 
models were used. The length of the data matrix was taken 
as representative for the computational cost. The proposed 
approach allowed the size of the data matrix to be directly 
specified and hence predicted the computational cost. A 
support vector machine was used to perform camera model 
identification using these demosaicing filter estimates using 
fivefold cross validation.

• Sensor Noise Based Detection

The various components of source devices including 
imaging sensors may result in different types of defects and 
noise in the image. The three main components of sensor 
noise are i.e. Pixel Defects, fixed pattern noise (FPN), and 
photo response non-uniformity (PRNU). Bayram et al. [5] 
implemented the source camera identification of images 
based on fingerprints of the pixel interpolation using RGB 
color channels. Integrated model based on demosaicing 
artifacts and noise characteristics of the imaging sensor 
was proposed to fix the source camera. Bayram et al. [6] 
determined the camera model using demosaicing artifacts. 
Noise characteristics of the imaging sensor of the camera 

were used. Author has used integrated feature set of 78D, 
comprising demosaicing characteristics and sensor noise 
properties. SVM classifier was used to classify 5 catego-
ries of source cameras. Lukas et al. [42] proposed image 
tamper detection by identifying source camera using sensor 
pattern noise (SPN). It was assumed that either the camera 
or images taken by that camera were available. The camera 
pattern noise was a unique feature of imaging sensors pre-
sent in every region of the image. The region with absence 
of pattern noise was termed as forged region. The presence 
of the noise was recognized using correlation. Two different 
approaches were proposed. First approach required region 
of interest (ROI) selection by user and second approach 
does ROI selection automatically. The methods were tested 
for lossy compression and filtering operations. Although 
these methods were able to verify the image integrity, but 
they fail to correctly classify the regions where the pattern 
noise was naturally low. Dirik et al. [22] used sensor dust 
characteristics for source camera identification. The sensor 
dust problem arose due to unchangeable lenses in camera. 
The dust particles that settle in front of the imaging sensor 
created a persistent pattern in all captured images. A novel 
detection based on matching of dust-spot characteristics in 
the images were proposed. A Gaussian intensity loss model 
was proposed for the detection of dust spots. Average iden-
tification accuracy of 99% was achieved. Chen et al. [17] 
estimated PRNU of camera sensor pattern noise (SPN) using 
the maximum-likelihood principle. The proposed method 
was efficient against most of the image processing operations 
like enhancement and filtering. The correlation coefficient 
was used for sensing the similarity between the image noise 
residue and the camera SPN. It was noted that the periodic 
structure artifacts of the SPN due to color interpolation, on-
sensor signal transfer and sensor design were not unique 
for one specific camera. The cameras of the same brand or 
having the same sensor design may share these details. The 
zero-mean operation was performed to the camera SPN to 
lessen these effects. The Fourier magnitude of SPN was 
filtered to lessen the JPEG compression artifacts. Fridrich 
[26] estimated and detected image PRNU to identify the 
image origin and truthfulness. The proposed technique used 
maximum likelihood principle derived from a simple sensor 
output model. The model was then used to perform finger-
print detection from the image. The image noise residual was 
examined to check if it contained the camera fingerprints. 
Use of the peak to correlation energy (PCE) measure was 
suggested. It was proved to be a more stable measure as 
compared to the normalized cross correlation for images 
which may have undergone geometrical manipulations. The 
proposed measure was capable to deal with the interpolated 
noise.

Li and Li [39] proposed a novel method to extract camera 
PRNU. It was called colour-decoupled PRNU (CD-PRNU). 
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The physical and simulated colour components of the image 
were distinguished. The device identification accuracy of 
99% was achieved. But it decreased for small image size. 
Typical identification rate for 768 × 1024 and 192 × 256 
image size was 94.33% and 60.67%, respectively. Liu et al. 
[40] detected the presence of PRNU in the image by using 
binary hypothesis testing scheme. The noise like nature 
of PRNU was studied. It was discussed that the amount 
of PRNU carried by an image was small and it was also 
affected by the content of the image. Image with highly satu-
rated colors carried less PRNU. Other noise components go 
above the amount of PRNU noise. These other noise com-
ponents were required to be removed first without affecting 
the PRNU signals. Thus, the signal detection task was ana-
lyzed as it decreased the detection accuracy. The significant 
regions from the noise residual were extracted and used for 
the detection of the source device. The deteriorated regions 
were discarded. The significance of a region was estimated 
by its signal-to-noise ratio (SNR). The term signal referred 
to the PRNU, while the noise referred to the other unwanted 
noise components in the proposed work. Goljan and Frid-
rich [29] proposed a method based on sensor fingerprint 
(PRNU) for camera identification of images having lens 
distortion. A detection reliability of 91% and 99.8% were 
obtained using camera fingerprints for Panasonic and Canon 
camera respectively. Kang et al. [34] used circular correla-
tion norm (CCN) as the statistic device to lower the false 
positive rate to 50% of that with Peak to Correlation Energy 
(PCE). The proposed method removed the interference and 
raised the CCN value for a positive sample. It achieved 
greater camera identification performance. The efficiency 
of the method was proved based on theoretical analysis and 
extensive experimentation. The method achieved best ROC 
performance among similar camera identification methods. 
True positive rate (TPR) of the proposed method was 99.9% 
with zero false positive rate (FPR). Cooper [19] suggested 
a simpler space variant filtering approach for estimating the 
PRNU. This model was based on spatial domain filtering 
combined with other enhancement procedures. The pro-
posed model had a significantly higher discrimination rate. 
Author pointed that although the wavelet-based Mihcak’s 
filter was commonly accepted in the literature for estimating 
the noise residue, it may spread the details and edges of an 
image. Various disturbing signals would appear around such 
regions. It resulted in lower correlation between the noise 
residue and the correct PRNU. A PRNU estimation tech-
nique using a combination of adaptive wiener and median 
filtering in the pixel domain was proposed. An enhancement 
strategy was used. Only the pixels with high probabilities of 
significant noise residue bias were preserved.

Chierchia et al. [18] explored absence of PRNU signa-
tures in doubtful images. Assuming image forgery as Bayes-
ian estimation, a Markov Random Field was used to model 

the strong spatial dependencies of the source. The overall 
decision was based on the whole image analysis rather than 
pixel regions. A globally optimal solution using convex opti-
mization technique was proposed. PRNU estimation was 
performed by non-local filtering. Extensive experiments 
illustrated that the technique was successful for a wide range 
of practical problems. Various forms of image distortion and 
JPEG compression were focused. The receiver operating 
curve (ROC) was obtained using the original boxcar and 
guided filtering. The grayscale image, the RGB image, and 
the vectorially image were used to design the correlation 
predictor. 200 uncompressed 768 × 1024-pixel images were 
used. Comparisons were carried out for very-small, small, 
medium and large forgeries. A huge performance improve-
ment was observed for small forgeries. The performance 
gain was much limited for medium and almost negligible 
large sized forgeries, respectively. Marra et al. [44] proposed 
passive camera identification algorithm. PRNU noise was 
estimated from image residuals. PRNU identification was 
based on the correct clustering of residuals obtained from 
the same camera images. The proposed strategy consisted 
of two steps. First, the image residuals were classified by 
correlation grouping. Then, the basic clusters were grouped 
together with ad-hoc enhancement algorithm. The Dres-
den database was used for experimentation. The evalua-
tion proved that the technique was very efficient. Bouman 
et al. [10] observed that severely tampered images could be 
recognized using camera’s defects known as noise pattern. 
The source camera was identified based on these processed 
images. The noise patterns of images were detected using 
denoising filter. The average of the noise pattern was termed 
as reference pattern. The same pattern was found in differ-
ent images of the same device. This intrinsic fingerprint of 
the camera was used to correlate noise pattern of an image 
with its source device. If similar patterns were found and the 
correlation was above a certain threshold, the camera was 
categorized as the source device. Each camera’s noise pat-
tern was compared to four camera reference noise patterns 
for decision making. Costa et al. [20] proposed a scheme to 
combat a situation where one may not have access to all the 
possible image source mobile devices and cameras. Three 
main phases of the proposed scheme were the identification 
of regions of interest, extracting features and identification 
of device. Nine different region of interests (ROI) instead 
of the central region of the image were considered as it is 
assumed that it will complement the useful information. 
Then, the Sensor Pattern Noise for each of the R, G, B and Y 
(luminance) channels was used to obtain 36 features for each 
image. Costa et al. [21] extended this approach by experi-
menting on 13,210 images of 400 cameras. Out of these 25 
cameras were physically available. Rest of the camera were 
experimented based on their clicked images. An average of 
96% was achieved for the experimentation.
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• Image Feature Based Detection

Many contributors studied the image quality for the purpose 
of device detection. Most of them considered color, textural and 
statistical quality features for source attribution. Kharrazi et al. 
[35] used IQM’s introduced by Avcibas et al. [2]. The same 
set of IQM’s was used by to identify the source camera of a 
digital image. The variation between the filtered and tampered 
image was characterized using IQMs. A set of 13 IQM’s was 
proposed. The IQMs used were based on pixel difference, cor-
relation and the spectral distance. It was stated that the exami-
nation of first, second and higher order statistics of the digital 
images was needed to obtain the color characteristics for differ-
ent cameras. Proposed measures were average pixel value, RGB 
pair correlation, neighbor distribution center of mass, RGB pair 
energy ratio and wavelet domain statistics. The classifier accu-
racy of 98.73% was obtained from a database of 300 images 
using LIBSVM classifier. Farid [25] proposed use of quan-
tization tables to distinguish between original and tampered 
images. It was observed that different cameras employ different 
quantization tables for JPEG compression. Image quantization 
scheme of given image was compared to a database of known 
cameras to detect the source camera. Quantization table from 
204 images were considered from different cameras in their 
highest quality setting. Most part of these quantization tables 
were found different from each other. Overlapping was found 
in the case of cameras from the same manufacturer. It was also 
observed that the quantization tables used by the digital cam-
eras and Adobe Photoshop were different.

Wang et al. [59, 60] proposed wavelet statistics for fea-
ture extraction. These features were classified using SVM. 
A 35-dimensional set consisting of 216 wavelet and 135 
textural features were obtained. The sequential forward fea-
tured selection (SFFS) algorithm was used to reduce the 
dimensionality. Hu et al. [33] identified the image source 
device using similar image features. Different combination 
of wavelet, color, and statistical quality measures-based fea-
tures were explored for the source device classification. 300 
images from each camera with 50–50 ratio for training and 
testing was considered. The experiments were conducted 
to analyze the performance of the features for images with 
different JPEG compression, cropping regions and scal-
ing factors. But the performance of the different feature 
combinations varied with different type of manipulations. 
Ozparlak and Avcibas [47] proposed ridgelets and contour-
lets sub-bands based statistical models for source detection. 
SFFS algorithm was used for feature reduction. Ridgelets 
based model used 48 features, and contourlets based model 
used 768 features. Both these were found to be effective in 
classification of camera models as well as in differentiating 
natural and computer-generated images. These were also 
able to differentiate between images from scanners of the 
same maker. Marra et al. [43] used passive forensics based 

on the analysis of image residuals. The proposed features 
were extracted locally based on textural features. These 
features are based on co-occurrence matrices and classified 
using SVM classifier. The experiments were conducted on 
images from Dresden database and a good classification 
rate was obtained. Xu et al. [61] performed source camera 
identification using image texture features. These features 
were extracted from chosen color model and channel. The 
proposed techniques distinguished images even belonged to 
sources of the same brand and model. The technique was 
robust to harmful retouching or geometric distortions, such 
as JEPG compression and noise addition. The experimental 
results demonstrated that the performance of the proposed 
method was very encouraging. The proposed method had a 
high detection accuracy and robustness.

Marra et  al. [45] proposed the analysis of the image 
residuals of different color bands for feature extraction. 
Image residuals are collected using co-occurrence matrices 
of selected neighbors and then used for training a classi-
fier model. Dresden Image Database was considered for 
experimentation. All the cases including partially cor-
rupted and cropped images were experimented. The per-
formance degraded in cases where the training and test set 
were not aligned. That means if a system was trained on 
original images but tested on JPEG compressed images then 
the detection accuracy was lower. This remains as an open 
problem for all such classification and detection problem. 
Many authors used image features to identify source camera 
for mobile devices also. Tsai et al. [56] used color features, 
image quality metrics and frequency domain to identify 
source device. Wavelet domain statistics were classified 
using a Support Vector Machine. Both type of devices i.e. 
digital cameras and mobile devices were used for experi-
mentation. Author extended this experiment and included 
mobiles, phones, cameras, scanners and computers for iden-
tification. Image acquisition process features were explored 
to make two different groups named as color interpolation 
coefficients and noise features. Mckay et al. [46] used sig-
nal processing features to identify the source device. They 
explored the color interpolation coefficients for each device. 
Further, the noise features were added to identify the device 
accurately. This technique was efficient in classifying the 
images produced by cameras, cell phone cameras, scanners, 
and computer graphics. Different set of experiments were 
conducted to identify the brand and model of the device too. 
An overall accuracy of 93.75% was obtained. It was claimed 
that the proposed features were robust to JPEG compression.

Liu et  al. [41] proposed a method using the marginal 
density discrete cosine transform (DCT) coefficients in low-
frequency coordinates and neighboring joint density features 
from the DCT domain. Furthermore, hierarchical cluster-
ing and SVM is used to detect the source of acquisition of 
the images. Sandoval Orozco et al. [52] proposed Sensor 
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Imperfections and Wavelet Transforms to detect the acqui-
sition mobile device. This method extracts the sensor noise 
patterns of images. 25 features including first-order, higher-
order and Quadratic Mirror Filters features were used. Sand-
oval Orozco et al. [53] experimented classification of brand 
and model using image features with support vector machines. 
36 experiments in 5 sets were carried for different configura-
tions including the identification of mobile device images in a 
set of scanned and computer-generated images. Noise, color, 
Image Quality Measures and Wavelets based image features 
were used. Some modification was proposed to suit the experi-
ment for mobile devices and improvement of the results. A 
combination of the different feature sets, different crop sizes, 
positions, and wavelet functions were explored for experimen-
tation. Zeng [63] proposed a method based on traces left by 
anti-forensic methods. It was an extension which could be 
used with the existing camera source identification method. 
Author analyzed that the removed/embedded signature is not 
dependent on the target image which resulted as a limitation 
of denoising filter used for estimating device signatures. This 
caused higher noise levels in forged images. This noise level 
estimation was used to counter anti-forensics and exposed the 
fingerprints left by signature removal or replacement. This 
may be used as preliminary judgment before CSI investiga-
tion. Experiment were conducted on proposed anti-forensic 
schemes on JPEG images with QF = 100 [38].

8  Deep Learning Approaches

Now a days, CNN and deep learned features are explored 
for many image related applications. A large dataset for 

training is a crucial requirement for such frameworks. It has 
been established that if large datasets are available, the deep 
learning features can outperform the hand-crafted features 
considerably. On similar lines various authors explored CNN 
based framework for image analysis to identify the source 
camera. Figure 4 show the general framework for Deep 
Learning based CDA. In this approach, the CNN consisting 
convolution, pooling and fully connected layer is used. Lay-
ers are used for feature extraction as well as classification. 
But it can be intervened by human expertise to enhance the 
outcome.

Bondi et al. [8] made a first attempt for the identification 
of different camera models using a convolutional neural net-
work (CNN). Author extracted device features from image 
subregions. Dresden and Flickr Image Database was used 
to validate the results. Efficient model was proposed using 
simple CNN structures. Bondi et al. [9] explored usage of 
CNNs for camera model identification. Author used CNN 
for feature extraction and a set of SVMs for classification. 
Various CNN architectures were experimented to manage 
accuracy and computational complexity. The performance 
dependency with respect to accuracy, training set size, and 
training–testing strategy was explored. High detection accu-
racy of 96% was obtained for four convolutional layers net-
work for a set of 18 camera models. Small accuracy incre-
ment was claimed for complex CNN structures. Tuama et al. 
[57] used similar CNNs for source camera model identifica-
tion. Author tuned the existing AlexNet model for camera 
detection. It was computed with GoogleNet and found to be 
slightly less efficiency. The role of preprocessing filters was 
found to be crucial. A slight performance drip was observed 
with increase in number of models under classification. 

Fig. 4  Deep learning based CDA
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Increasing the number of layers improved the accuracy and 
hence bigger networks with more layer were claimed to be 
more efficient. Yang et al. [62] identified the source camera 
using small-size images. A content-adaptive convolutional 
neural networks (CA-CNN) was proposed. Three parallel 
CNNs i.e. CA3-CNN, CA5-CNN, CA7-CNN were used. 
The convolutional kernel size of these preprocessing layers 
differed. Effective results were obtained for the identifica-
tion of the camera brand and model even using small-size 
images. A classical problem in source identification is when 
the questionable image does not belong to the dataset of 
the known camera models. This is known as the open set 
problem. Two different approaches were proposed to address 
this issue in Bayar and Stamm [4]. Their approach catego-
rized the sources as known or unknown. In first experiment, 
deep learned features were mapped into a confidence score. 
Then, thresholding was on confidence score used to identify 
unknown models. In another experiment, a set of ‘known 
unknown’ devices were used to train a new classifier to iden-
tify unknown camera models. Experiments demonstrated an 
accuracy of 97.74%. Recently, Al Banna et al. [3] performed 
Mobile Model Identification using Deep CNN and Transfer 
Learning Approach. Author proposed a transfer learning 
approach with Machine learning classifiers The MobileNet 
from ImageNet was explored as a transfer learning model. 
Machine learning classifiers i.e. Random Forest. -Logistic 
Regression and SVM were explored in integration with 
MobileNet. The accuracy decreased in case the data for a 
particular device is less. Highest accuracy was obtained for 
SVM and logistic regression. But SVM took the highest 
training time. Kaggle dataset with ten mobile classes was 
used for experimentation.

9  Synthesis Analysis of Work

In this review paper, all research papers aiming camera and 
mobile detection using image analysis were acquired and 
then finally 60 most suitable papers were considered to be 
included. Out of these, 32 states of art papers were critically 
analyzed and compared. Table 1 shows a critical evaluation 
of existing machine learning based device detection tech-
niques. After the evaluation many important observations 
have been made which one must analyze before reaching 
conclusion.

All the analyzed techniques are categorized on the basis 
of ‘Technique used for Feature Extraction’ as in 1st col-
umn. As different techniques aim at identification of differ-
ent devices, we divided the techniques as camera or mobile 
detection in the 2nd column. The name of author and year is 
mentioned in the 3rd column. The feature dimensionality is 
listed in column 4. The number Models/Makers considered 

in study was listed in column 5. Column 6 and 7 lists the 
classifier used and the accuracy range achieved in the study. 
Some information which is not mentioned in particular paper 
is termed as NA means Not Available. Some observation 
during evaluation are:

• Different dataset was used for experimentation. Different 
source devices were used by different contributors, it is 
difficult to find coherence while making comparison.

• Different device Brands are analyzed for study. All the 
models of that brand were not analyzed. Only some of 
them were used to make conclusion.

• Images obtained for study are self-clicked with different 
crop size and compression quality. Only Dresden dataset 
is used for analysis by some contributors but they only 
considered some models from the dataset.

• SVM is widely used as classifier. The success rate for 
different classifiers such as decision tree, random forest 
and Multi-layer perceptron is hardly evaluated.

• In CNN based techniques only some models from Dres-
den were studied for device detection

While analyzing the contributions as per different tech-
niques following observations are made:

• The Accuracy rate of Lens Aberration based detection 
techniques deteriorates when the different source camera 
from same brand were under consideration.

• The performance of color filter array (CFA) Based Detec-
tion techniques dropped when the post processing opera-
tion were used on images. These techniques were vulner-
able to high compression rate for JPEG images.

• Sensor Noise Based Detection techniques performed 
poorly when pattern noise in images was low. The per-
formance of these techniques is also subjected to JPEG 
compression rate. But these techniques were robust to 
even small manipulations in the image.

• The performance of Image feature based detection tech-
niques was found to be varying with different JPEG com-
pression rate, cropping regions and scaling factor. The 
accuracy decreased in case if there is difference in image 
compression rate for testing and training images.

• The deep learning based techniques were found to be 
more promising even with small convolutional neural 
networks. The only limitation is that these techniques 
require large dataset for feature extraction. The accuracy 
may be increased with addition of more layers but lead-
ing to complexity.

• One open issue for all the techniques is that the model 
identification for the same brand is still a challenge.

• Another open problem is the attribution when the 
device or device images are not available or unknown.
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Table 1  Evaluation of digital camera and mobile phone device detection techniques

Technique used for 
feature extraction

Device identified Author No. of features No. of models/
makers

Classifiers Best success rate

Lens aberration 
based detection

Digital camera Choi [14] 36 3/3 SVM 87.38–91.53%
Mobile phone Van et al. [58] 6 3/3 SVM 72.75–92.22%

Color filter array 
(CFA) based 
detection

Digital camera Ho et al. [32] NA 4/3 NN 94.5%
Chang et al. [15] 4 3 NN 95.16%
Chen and stamm 

[16]
1372 12 Ensembled clas-

sifier
99.2%

Mobile phone Celiktutan et al. 
[13]

118 9/3 SVM 62.3–98.7%

Cao and Kot [12] 20 4/11 PSVM and NN 94.8–99.4%
Zhao and Stamm 

[64]
9n 13 SVM 71.3%

Sensor noise based 
detection

Digital camera Bayram et al. [6] 78 5 SVM 84.8%
Chen et al. [17] 15 6 Algorithm 75%
Goljan and Fridrich 

[29]
ND 3 Algorithm 95%

Marra et al. [44] 1875 25 Algorithm 98.72
Bouman et al. [10] NA 4 NA ND

Mobile phone Costa et al. [20] 36 25/9 SVM 94.49–98.10%
Costa et al. [21] Different set of 

features
25/9 SVM 96.56–97.34%

Image features 
based detection

Digital camera Kharrazi et al. [35] 34 5 SVM 88.02%
Wang et al. [59, 60] 351 6/4 SVM 98
Hu et al. [33] 102 10/4 SVM 47–92
Marra et al. [43] 338 10 from Dresden SVM 98.99%
Xu et al. [61] 944 14 from Dresden SVM 65–75%
Marra et al. [45] 500 26 from Dresden 98%

Both Tsai et al. [56] 33 2/7 SVM 61.7–99.72%
Mckay et al. [46] 60 5/5 SVM 97.7%

Mobile phone Liu et al. [41] 45 5/6 SVM 86.36–99.91%
Sandoval Orozco 

et al. [52]
25 10/6 SVM 89.45%

Sandoval Orozco 
et al. [53]

NA 12 SVM 80.69%

Deep learning 
based detection

Digital camera Bondi et al. [8] 128 18 from Dresden, 
10 from Flickr

CNN 99%

Bondi et al. [9] 128 18 from Dresden CNN 96%
Tuama et al. [57] AlexNet 33 from Dresden 

and self-clicked
AlexNet 98%

Yang et al. [62] CNN 13 Models from 
Dresden

CNN 87%

Bayer and Stamm 
[4]

CNN 15 from Dresden CNN 98%

Mobile phone Al Banna et al. [3] Deep CNN-
mobilenet

10 from Kaggle Random forest, 
logistic regres-
sion, SVM

98.54–100%
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10  Conclusion

Images authentication is the need of the hour in this digital 
era. Identification of acquisition device is one of the sig-
nificant universal approach which is used to identify the 
authorship of an image. This review paper aims at analyzing 
the different types of device identification approaches. All 
research papers aiming camera and mobile detection using 
image analysis were acquired and then finally 60 most suit-
able papers were considered to be included. Out of these, 32 
states of art papers were critically analyzed and compared. 
This is the first attempt for source camera and source mobile 
detection evaluation as per author knowledge.

A much needed background for device attribution is pro-
vided. The entire image acquisition process is explained. 
Different artifacts present sue to acquisition are discussed. 
The research work based on these artifacts is analyzed and 
presented for comparison. As mentioned, the performance 
for most of techniques varies with JPEG compression qual-
ity, cropping and scaling. Additionally, the model identifi-
cation for the same brand is still challenge. Another open 
problem is the attribution when the device or device images 
are not available or unknown.
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