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Abstract. In this paper we have developed a frame work for web scraping and 

text analysis. Most of the real world applications require text analysis and web 

scraping, however due their disjoint behaviour there is no unified frame work 

which will take care about both needs. In the proposed scalable, portable frame 

work, centralized toolkit is designed to scraping and text analysis. Further it allow 

analysis of large data in one go and provide inferences about change in web-

based text over the time. The frame work  will give inferences about web-based 

topics as well summarize the data in a crisp format which will make it easy for 

the user to analyse the text-based data of their choosing from the internet. Pro-

posed frame work is very much useful when analyzing web based reviews of 

various products, entertainment and the news about a specific topic in www. 

Keywords: :  Lemmatization and Stemming, TF-IDF Score, Latent Semantic 

Analysis. 
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1 Introduction 

Huge amounts of data are posted on the World Wide Web related to socio, technical or 

entertainment. However trustworthiness of this data is always questionable [5][6]. The 

customer is in a better position to judge the correctness of interested topic if they get 

more elaborative facts on a specific topic. The problem here is how to get them as the 

information showed by most sites must be seen utilizing an internet browser. They don't 

give the usefulness of sparing a duplicate of this information for individual use. At that 

point, the main decision is to physically reorder the information which is an exhausting 

activity that can take a few hours to finish or even days. Web scratching will be handy 

here, it is robotic based technique, hence avoid physically duplicating the information 

from the respective sites. 
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1.1 Web Scraping 

Web Scraping is a method used to extract large amount of data from the websites. 

This extracted data from the websites is usually stored in a local file in your personal 

computer (or) in a table format in a database [3][4]. This process is performed with the 

help of a bot (or) a web crawler. Some of the techniques used are: 

 

o Copy and Paste Manually: Most of this activity can be automated except 

the cases where webpages set-up blocks to prevent the web crawlers from 

scrapping the page. Here only alternative is human involvement. 

 

o Comparing the Text Pattern: The UNIX grep command, matching regu-

lar expressions in programming languages like Perl or Python can be a ro-

bust idea to scrap the information from the web pages. 

 

o Socket Programming: Using HTTP programming, we can retrieve data 

from static and dynamic webpages by posting HTTP requests to the remote 

web server.  

 

o HTML parsing: Wrapper allow the collection of the bulk data from dy-

namic/static web sites and translate them into relational from. Wrapper pro-

gram assumes that the input from web pages can be associated with URL 

schemes which can be used to parse HTML pages and then extract and 

transform the page content. 

 

o Document Object Model parsing: Web browser, like the Safari (or) the 

Google Chrome, we can extract the information which is dynamically gen-

erated by the client-side scripts. These browsers also parse the web pages 

into a DOM tree which help us to extract information from parts of the 

pages too.  

 

o Vertical percentage aggregation: Many companies have devised vertical 

harvesting platforms. This platform is used to automate the creation of bots 

with the available knowledge base. The quality of the platform is calculated 

with the help of the information it will get and the number of the sites it 

extracted.   

 

o Recognizing semantic annotation: The scraped pages can also contain 

metadata or semantic mark-ups and annotations, which can be used to dis-

cover unique snippets of statistics.  

 

o  Computer vision web-page analysis: There are efforts using machine 

gaining knowledge of and laptop imaginative and prescient that try to be-

come aware of and extract facts from net pages by deciphering pages visu-

ally as an individual might. 
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1.2 Text Analysis 

Data recovery, lexical appraisal to check word recurrence conveyances, test ac-

knowledgment, labelling/comment, measurement extraction, information mining tech-

niques which incorporate connection and affiliation assessment, representation, and 

perceptive examination are associated with content examination[1][2]. Content exami-

nation ordinarily incorporates the way toward organizing the info's literary substance 

(typically sifting, including some inferred phonetic highlights, evacuating others, and 

resulting consolidation into a database), determining designs inside existing infor-

mation, lastly separating and deciphering the subtleties. In-Text audit, 'High calibre' 

typically alludes to a couple of blends of significance, oddity, and intrigue.  

 

1.3 Natural Language Processing 

Content pre-handling is customarily an indispensable advance for common language 

preparing (NLP) undertakings [7]. It changes content into a more noteworthy edible 

structure with the goal that device considering estimations can complete better. In NLP, 

textual content pre-processing is the primary step within the process of building a 

model. 

The various text pre-processing steps are: 

• Regular expressions 

• Stop words removal 

• Stemming 

• Lemmatization 

• Tokenization of text 

1.4 Text Classification 

 

 This can be performed either manually (accomplished with a human agent's effort 

reading and categorizing texts) or automatically (including machine learning tech-

niques and algorithms to identify the texts more easily and cost-effectively). Companies 

receive text facts all the time. Be it emails, chats, social media comments, support tick-

ets, or NPS responses, all these texts are very wealthy sources of information. However, 

they're not structured, so you need to tag and examine those texts before you can make 

sense of them and acquire insights. 

 

2. Proposed Frame Work 

2.1 Pre-processing 

The retrieved HTML document contains many HTML tags. Using regular language 

expressions, the HTML document is cleaned of all tags. The content that is meant to be 
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analyzed from the web-site is generally present in tags or a variation of or tags. The 

necessary text is then extracted from those tags. This text is then pre-processed through 

removal of stop words, converting all words to lowercase, lemmatization and stem-

ming. The stops words are generally considered to be conjunctions, prepositions and 

determiners. These words are removed. Then lemmatization is done in order to trace 

the word to its root by comparing the word with a dictionary and then removing its 

inflectional endings. The stemming is done in order to remove all the word’s suffixes 

and prefixes. This results in only leaving the important parts of the text in the document. 

 

Fig. 1. Proposed Frame Work 

 

2.2 Working of the Web-Scraper 

 

The web-scraper is written completely in C. We have written a web-scraping library in 

C completely from scratch. The library uses Linux socket libraries and the open source 

Open SSL library. The web-scraper takes the web-site name as an input It is then sends 

a DNS request to retrieve the IP address of the server of the website. The scraper initi-

ates a TCP connection with the server of the website. The SSL library is used create a 

secure SSL connection on top of the TCP connection. The request is sent to the server 

therefore downloading the entire HTML file of the entire website. The SSL connection 
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is then closed and the TCP connection is closed next.  Figure 2 denote web-scraping 

process. 

 

 
Fig. 2. Web Scraping 

 

2.3 Text Summarization 

  

The project uses extractive text summary techniques to summarize the document. The 

flow of the summarization is shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

Fig. 3. Process Flow 
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The document is cleaned and pre-processed using regular language expressions which 

denote the HTML tags as well as punctuation marks. The document is divided into 

multiple sentences and is then stored in a list of lists format in the program. The sen-

tences are divided into word-based tokens. The term frequencies of each word are 

stored in a dictionary with the word being the key and its term frequency being the 

value. This dictionary of words and its term-frequency is compared to the sentences 

within the scraped text. Each sentence is then scored by calculating the sum of term-

frequency of the words it holds. Then the respective sentences and its words are stored 

in a dictionary with the sentence being the keys and their scores being values of the 

dictionary. An issue with this approach is that longer sentences tend to have bigger 

scores. To deal with this problem, the lengths of the sentences are fitted to a normal 

distribution. Then over the normal distribution only a range of few numbers is consid-

ered for summarizing. Depending on the number of words and sentences you want the 

summarized text to hold, the sentences in the dictionary are selected and the outputted 

together. This makes up the text summary module.  

 

2.4 Sentiment Analysis  

 

The document is cleaned and pre-processed using regular language expressions which 

denote the HTML tags as well as punctuation marks. The stop words are then removed 

from the document. The words in the document is the put through lemmatization. Using 

the one-hot encoding the document is converted into a vector. We have previously cre-

ated a dataset using news articles and trained on supporting and criticizing news articles 

and reviews. We have trained a linear regression model on the dataset after one-hot 

encoding the dataset. The Figure 3, Flowchart of the process of summarization cleaned 

and pre-processed document which was retrieved through the scraper is then fed to the 

model which will then classify the document as being supportive or criticizing. 

  

2.5 TF-IDF Scoring: 

 

 The document is cleaned and pre-processed using regular language expressions which 

denote the HTML tags as well as punctuation marks. The stop words are generally con-

sidered to be determiners, conjunctions, prepositions. These occur highly in any kind 

of document and hold a high term frequency score but they are not necessary to the 

document. These are then removed from the document. The words in the document is 

the put through lemmatization. The lemmatization function then scans each term and 

traces it to the root term of the word effectively removing prefixes and suffixes. The 

term-frequency of each of term is calculated. Depending on the term-frequency of each 

word in the document and the number of documents retrieved by the scraper, the TF-

IDF score is calculated and displayed using 

 

𝑊𝑖,𝑗 = 𝑡𝑓𝑖,𝑗 ∗ log (𝑁
𝑑𝑓𝑖

⁄ )     − − − − − −1 

 



7 

Where 𝑡𝑓𝑖,𝑗   denote the number of occurrences of i in j,  𝑑𝑓𝑖 is the number of documents 

containing i, and 𝑁 is the total number of documents. 

 

2.6 Topic Modelling: 

 

 Topic Modelling tries to push the prominent words present in a the corpus into corre-

sponding topics. We are achieving this using Latent Semantic Analysis or LSA for 

short. It fits all the words in the document after pre-processing into a Bag of Words 

Model. After converting the text into a bag of words model it then applies matrix de-

composition on the bag of words model. We used Singular Value Decomposition to 

breakdown the bag of words matrix and extracted the corresponding topic - words ma-

trix. We then chose the word with the highest term frequency in the topic as the name 

of the topic. 

 

3. Experimentation 

Python technology: A translator is a type of programming program that executes 

elective projects. At the point when we compose the Python programs, it changes over 

source code composed with the guide of the engineer into the middle language that is 

fairly converted into the local language/contraption language with the expectation to be 

executed [8]. Figure 5 denotes compilation and interpreting process 

 
Fig. 4. Compiling and interpreting source code 

 

Experimentation is performed using corei3 processor of 3Ghz using Anaconda (Python 

3.8), Linux Shell/Windows Command-Prompt and python-requests, pip version 20.0.3 

4. Results and Conclusions: 

 Web Scraping is achieved by connecting to the server of the website, establishing SSL 

connection and downloading the web page. Sub-string search algorithms are used to 
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isolate intended elements. Preliminary analysis is required before scraping the website. 

Depending on the application, the model must be trained on the required datasets to 

perform specific analysis such as sentiment analysis, cosine similarity, etc. For senti-

ment analysis we are using linear classifiers such as linear regression. Using the tools, 

we have written, we have constructed a Google news scraper to analyze news reports 

[8][9][10]. The architecture designed for the Google news scraper using tools from our 

framework is represented in Figure 5. 

 

 Fig 5. Web-scraping on keyword corona or Covid-19( Zoom appropriately) 

We have run the tool on the search ‘Dell XPS i3 Laptop Reviews’. Inferring from the 

sentiments from the results, we got a positive articles percentage of 80%. The TF-IDF 
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scores for the results from Google News on Corona is shown in Figure 6(a) and Sum-

marization of the same is shown in Figure. 6(b).  

 

Fig 6(a). TF-Idf Scores for Google news corona 

 

Fig 6(b). Summarization 
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