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Abstract: Basically the count of confirmed cases depends upon number of tests so far carried 

out.The rate of confirmed cases relies on number of test carried out so far. Based on the figures 

arrived, the Government organization will impose precautionary measures. In case of patient 

data analysis for any pandemic disease decision making plays crucial role. If the test reports are 

inaccurate, underreporting takes place. The reports should be provided on time so as to 

safeguard the lives of patients. Identification of misclassified examples is a well known problem 

and is drawing significant attention in heath monitoring units. By and by exactness is the 

primary concern for evaluation and treatment of the individuals.In order to categorize correct 

classification labels, two typical algorithms are considered, ZeroR and RIPTree. The ZeroR 

classifies all the instances with majority of the labels without including any predictors. Since the 

RIPTree is less prone to error, it provides correct information about misclassified instances.The 

evaluation metrics can be streamlined with the adaptation of these two algorithms. The two 

algorithmic outcomes can be cross verified with Repeated Incremental Pruning to produce error 

reduction (RIPPER) algorithm which classifies true positives exactly. The application of the 

above algorithms assists in confirming the cases, with varied conditions and datasets. 
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I. Introduction 

 Corona virus is being spread globally since December. No proper diagnostics is available 

either for curing or for confirming the cases. As viral tests evaluate current infection of the 

individuals, the analysis of report for confirmed/unconfirmed is playingcrucial role.  Finding 

outstanding classifier is a typical task, because the algorithm must support large datasets at par 

with accuracy. Researchers need to drill down their data exploration mechanisms by applying 
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appropriate algorithms. Focusing on the analytical research, the study about correct classification 

of tests is experimented using ZeroR and RIPTree. Kaggle dataset has been taken for evaluation. 

This work explores how ZeroR is applied for corona database with each attribute. ZeroR is used 

for both classification and regression problems. Then using RIPTree learning algorithms rules 

are imposed for classifying based on impact of symptoms. The error rates are to be evaluated, 

because this algorithm works on large datasets. Finally, this analysis will again be evaluated 

using RIPPER algorithm which less error prone. By passing these three phases, we believe that 

the accuracy is maintained.  

II. Related Work 

Matej Petkovic proposed Multiple Target Regression (MTR) algorithm for multiple continuous 

dependent/target variables for simultaneous prediction. Feature ranking scores are calculated based on 

Symbolic, Genie3, Radom Forest and bagging and extra trees. Author concluded that Symbolic and 

Genie3 scores in connection with random forest yield best results[1].Haitao suggested Ensemble 

Multiboost based on RIPPER classifier for predicting imbalanced software. Initially, they used Principal 

Component Analysis(PCA) to filter key features for decision making. The classifier used NASA MDP 

public dataset and compared with existing algorithms[2].Dwi Normawati worked on coronary heart 

disease using Motivated Feature Selection(MTF)and rule based classifiers, VPRS and Repeaed 

Incremental Pruning Error Reduction(RIPPER)[3]. Heera compared various data mining tools like 

classification, WEKA, Pattern recognition tools and different classifiers. Datasets were considered from 

UCI repository and then accuracy is compared with different classifiers[4].Jyoti explored kernel based 

algorithms for noisy image datasets for non similarity measures for defining inter point 

similarities[5,9].Qichao Quo provided theoretical analysis of Radial Basis Function(RBF) networks 

which are basically for classification using supervised learning algorithms. Author worked on data 

dependent networks that are relied on kernel methods and k-means clustering also[6].The Mask R-CNN is 

the extension of faster R-CNN by adding prediction of object mask for bounding box recognition. Author 

explored the applications of CNN in object detection and feature extraction phenomina[7].Tong 

experimented with multi label learning with weekly labeled data for incomplete data instances. Author 

discussed about semi supervised multi label learning, weak label learning and extended weak label 

learning with relevant and irrelevant data[8-11]. 

 

III. Study of Algorithms 

3.1. Data Analytics using Zero Rule(ZeroR) 

ZeroR classifies data with respect to the labels that has maximum score without using any prediction 

model. The labels that are maximum in number are explored using WEKA tool as illustrated in Fig.1. 

id   country  gender  ...  symptom1                    symptom  death 

0      1     China    male  ...       0.0                        NaN      0 

1      2     China  female  ...       0.0                        NaN      0 

2      3     China    male  ...       0.0                        NaN      0 

3      4     China  female  ...       0.0                        NaN      0 

4      5     China    male  ...       0.0                        NaN      0 
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..   ...       ...     ...  ...       ...                        ...    ... 

369  424     Japan  female  ...       1.0         cough, sore throat      0 

370  425     Japan  female  ...       1.0                      fever      0 

371  426     Japan    male  ...       1.0     fever, cough, headache      0 

372  439  Malaysia  female  ...       1.0  fever, sore throat, cough      0 

373  440  Malaysia  female  ...       1.0                 mild fever      0 

[374 rows x 9 columns] 

 The Correlation coefficient is-0.1719, Mean absolute error is 0.1874, Root mean squared erroris 

0.3067, Relative absolute error is 100% and Root relative squared erroris 100%. 

 

 
Fig.1. Analyzing each of the attributes using ZeroR for the chosen dataset. 

 
3.2. Classification using REPTree  

The REPTree is constructed using WEKA and the model is build in 0.02 sec. REPTree is based on 

C4.5 algorithm. It can produce classification based on discrete variables. It is also used for constructing 

regression trees by calculating gain or variance and prunes subsets. In the reduced pruning, rule set is first 

built and then pruning takes place. The output obtained using REPTree is as follows. 

 

REPTree 

 

id < 114.5 

|   age < 57.5 : 0.06 (44/0.04) [21/0.09] 

|   age >= 57.5 

|   |   id < 45.5 : 0 (8/0) [2/0] 

|   |   id >= 45.5 : 0.95 (23/0.04) [14/0.07] 
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id >= 114.5 : 0 (174/0) [88/0] 

 

The size of the tree deduced is 7. The Correlation coefficient is 0.8382. The Mean absolute error is 

0.0399. The Root mean squared error is 0.1702. Relative absolute error is 21.2754 %. The Root relative 

squared error55.495 %. The decision tree obtained using REPTree is shown in Fig.2 and the comparison 

of error rate of the two algorithms ZeroR and REPTree is depicted in Fig.3. 

 

 
Fig.2.Decision Tree Using REPTree     Fig.3.Comparison of error rates of 

ZeroR and REPTree. 

 

IV. Classification using Repeated Incremental Pruning to produce error 

reduction(RIPPER) 

RIPPER algorithm prunes dataset based on rules. This is an optimized version of Incremental 

Reduced Error Pruning (IREP). RIPPER tries to minimize the error, by identifying wrongly classified 

instances.RIPPER builds rules for two class problems. In incremental reduce pruning, each rule is pruned 

as soon as it is built. So validation of each rule is performed before expansion takes place. Initially all the 

class labels are sorted based on their popularity. The rule 1 is applied and subsequently all the instances 

that are covered in rule 1 are removed. This continues till all the rules are over. The significance and 

evaluation of these three algorithms are explored in Fig.4. 

 

 
Fig.4. Stepwise analysis of ZeroR, RIPTree and Optimization using RIPPER 
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Conclusion 

 The ZeroR is only one split decision tree classification. RIPPER and RIPTree are also decision 

tree classifiers and famous for engineering featured attributes into true positives and less error prone. It is 

shown that the advanced analysis shows that evaluation with the three algorithms gives true report in 

time. Also it is evident that error rate analysis is more in ZeoR and less in REPTree. The results of the 

study infers that REPTree and RIPPER are recommended learner classifiers for large datasets that 

computes in very less amount of time and with negligible error. 
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