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Abstract
Satellites are widely used for remote sensing applications. High resolution images are used for different geographical applica-
tions. Using geographical objects or spatial objects for analysis became prevalent in the contemporary era. Many supervised 
classification techniques came into existence to have efficient classification of high-resolution imagery. There are many 
factors that may affect classification of geographic images. They include the presence of mixed objects, feature selection, 
size of training set and segmentation scale. When these factors are considered for a systematic mining of images with high 
resolution, it results in improved performance. Especially in agricultural environments, it is essential to have such study to 
ascertain which supervised learning mechanism can best deal with the factors aforementioned. An algorithm named Feature 
Subset Selection (FSS) is defined to enhance classification accuracy. Different classification techniques such as Support 
Vector Machine (SVM), Random Forest (RF), Naïve Bayes, k-Nearest Neighbour (KNN), Adaboost.M1 and Decision Table 
(DT) are used for the empirical study with spatial data mining. Useful analysis of the techniques is made and thus this paper 
provides valuable insights on mining images of high spatial resolution in agricultural environments.

Keywords Spatial data mining · Classification · SVM · RF · KNN · DT · Adaboost.M1

Introduction

There are technological advances in space borne and air-
borne remote sensing technologies. With respect to agricul-
tural environments, it is important to have image classifica-
tion and mapping to have better decision-making. Spatial 
data mining helps in identifying land cover, land usage and 
other agriculture-related aspects. There are many supervised 
learning methods that came into existence. Spatial data are 
the data related to geographical locations with purposeful 
coverage. For instance, spatial data are related to agriculture 
cultivation. Remote Sensing (RS) images related to agricul-
ture can help in understanding crop dynamics and the usage 
patterns of the land available. Spatial data also may have 
non-spatial data associated with it. This is shown in as pre-
sented in Fig. 1, there is spatial data that are categorized into 
water, residential, institutional, industrial and commercial. 

However, the spatial data have associated non-spatial data. 
The non-spatial data have city blocks and corresponding 
land use details. In spatial data mining, it is possible to have 
non-spatial predicates in queries. Thus non-spatial data pro-
vide additional details for processing user queries on spatial 
data.

There were many studies on the image analysis. In 
Blanche et  al. (2014) geographical object analysis is 
explored with paradigm shift. LIBSVM is the library with 
variants of SVM studied in Chang and Lin (2011) (Mal-
likrarjuna Rao et al. 2019; Lalita Parameswari et al. 2014) 
for spatial data analysis. Image segmentation with automatic 
approach for parameter setting is investigated in Drăguţ et al. 
(2014). The image segmentation scale and the impact of 
this factor in analysing spatial data related to agriculture is 
focussed in Dronova et al. (2012). Spatial image analysis 
include object-based and pixel-based analysis as explored 
in Duro et al. (2012). Different approaches found in the lit-
erature have different approaches for classification of spatial 
imagery. However, there is need for leveraging feature selec-
tion to enhance quality in the training process. Similarly, 
from the review of literature presented in Related work, it 
is understood that there is need for analysing various fac-
tors of image classification so as to improve the utility of 
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classification of spatial imagery. The following are contribu-
tions of this paper.

• We proposed a methodology with different classification 
techniques and parameters for evaluation of spatial data 
mining approaches on the imagery in agricultural envi-
ronments.

• The proposed feature subset selection algorithm improves 
the performance of the classification techniques.

• We built a prototype application to study different clas-
sification techniques with and without feature selection.

• We analysed the results of empirical study and provided 
suitable insights that can help stakeholders to make well 
informed decisions in choosing mining choices in future.

The remainder of the paper is structured as follows. 
Related work provides review of literature that analyse the 
state of the art. Proposed solution provides the proposed 
methodology. Experimental results presents experimental 
results. Conclusions and future work gives conclusions and 
provides directions for future work.

Related work

This section reviews literature on classification techniques 
that are widely used for mining spatial imagery. Alfaro et al. 
(2013) explored classification techniques with bagging and 
boosting. It has provision for Adaboost and Adaboost.M1. 
Ensembles are trained to have better solution for classifica-
tion. Blanche et al. (2014) proposed a new paradigm for 
image analysis. The images considered are geographic 
objects. Chang and Lin (2011) studied SVM using LIBSVM 
library that supports classification of imagery with differ-
ent variants like one-class SVM, Support Vector Regres-
sion (SVR) and Support Vector Classification (SVC). Drăguţ 
et al. (2014) on the other hand proposed a framework for 
automated parameterisation required by multi-scale param-
eterisation. High resolution imagery is used for empirical 
study. Dronova et al. (2012) explored image segmentation 
with different segmentation scale, classification methods and 
vegetation classes. Object level texture metrics are used to 
make classification decisions. Wetland plant function types 
are considered for classification. However, they are yet to 
explore functional diversities in different spatial imagery.

Fig. 1  Spatial data containing information about non-spatial data
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Unlike the work in Blanche et al. (2014) where object 
level image analysis is made, (Duro et al. 2012) focussed 
on both pixel-based and object-based analysis of high-res-
olution images. Different classification algorithms like RF, 
SVM and DT are used for empirical study. In agricultural 
environments, it is essential to use more than one method for 
better results. Earth observation imagery are used for inputs. 
In remote sensing-based estimations, (Fassnacht et al. 2014) 
focussed on experimentation related to the importance of 
prediction methods, data types and the size of data in case 
of above ground forest biomass analysis. They used differ-
ent analysis methods for the same and found that LiDAR 
(Light Detection and Ranging) is a better technique. Bamboo 
patches classification is employed in Ghosh and Joshi (2014) 
with different classification algorithms. They used agricul-
tural environments to study land use and land cover (LULC). 
Recursive feature elimination method is used to have highly 
relevant features for classification purposes.

Object-based classification methods with non-parametric 
approach are studied by Luque et al. (2013). Regression tree, 
classification algorithms like NN, SVM and CART are used 
for the study of classification methods. Three study areas are 
used for empirical study. The results revealed that SVM clas-
sifier was better than other methods. Ma et al. (2014) threw 
light on extracting cultivated land information from spatial 
imagery. The imagery was captured from unmanned aerial 
vehicle. A technical framework is proposed to have culti-
vated land information. Ma et al. (2015) studied size, scale 
and features of training set as part of object-based image 
analysis. UAV imagery is used for empirical study. They 
found that UAV imagery can be used to have land cover and 
land use classifications.

Pu and Landry (2012) made a comparative analysis 
of spatial imagery for mapping urban tree species. Their 
research includes classification, regression trees, linear 
discrimination, masking and object-based image analysis. 
More research on object-based image analysis is made in 
Radoux and Bogaert (2014). Land cover classification is 
explored in Shao and Lunetta (2012) with limited training 
data as part of agricultural research. Land cover mapping is 
performed along with accuracy assessment. Forest habitat 
mapping is studied in Strasser and Lang (2015) with multi-
scale object-based class modelling. There was comparative 
study between object-based and pixel-based image analysis. 
Land use and land cover are studied for better understand of 
geography (Tehrany et al. 2014). Classified image objects 
are validated by Whiteside et al. (2014) using location-based 
and area-based approaches. Oil spill identification (Xu et al. 
2014), Baysian and Network Classifier (Yang and Wang 
2012) and segmentation quality evaluation (Zhang et al. 

2015; Ramesh and Mallikrarjuna Rao 2018) for improv-
ing region-based precision and recall are other important 
researches found in the literature. A machine learning-based 
approach (Atul et al. 2021; Tian et al. 2021) and exploration 
of remote sensing possibilities (Arifjanov et al. 2021) are 
other important contributions found in the literature. From 
the review of literature, it is found that there needs to be a 
comprehensive approach which can cater to the needs of an 
application like classification of objects in spatial imagery. 
In this paper, we proposed methodology to achieve this. Sup-
port Vector Machine (SVM), Random Forest (RF), Naïve 
Bayes, k-Nearest Neighbour (KNN), Adaboost.M1 and Deci-
sion Table (DT) are evaluated with different parameters and 
metrics. The results revealed that there is need for evaluating 
classifiers with different parameters and feature selection.

Proposed solution

This section provides the proposed methodology for finding 
performance of different algorithms and evaluate the same 
with respect to Support Vector Machine (SVM), Random 
Forest (RF), Naïve Bayes, k-Nearest Neighbour (KNN), 
Adaboost.M1 and Decision Table (DT). Towards this end, 
the input remote sensing imagery is divided into two areas. 
Figure 2 shows the two areas of the dataset used for empiri-
cal study.

As explored in Duro et al. (2012), the study areas are 
considered with respect to agricultural environment to be 
part of a landscape. The legend associated with each image 
pair shows the details of buildings, woodland, crop, bare 
land, road and water. The two areas are used for experiments. 
Different classification techniques are used for evaluation. 
The dataset comes from the high-resolution imagery Dey-
ang city of Sichuan province in China. The images were 
collected from UAV. With each classification technique, 
feature selection is employed. As the images are of very 
high resolution, the classified images are used as reference 
images. Different land cover types are found in the study 
area 1. They include buildings, woodland, crop, bare land 
and road. The land cover types associated with the study area 
2 include buildings, woodlands, crop, bare land, road and 
water. Digital Orthogonal Map (DOM) data are generated. 
Based on the DOM data generated, different segmentation 
scales are used for experiments. Most suitable algorithms 
were used for empirical study. Correlation-based feature 
selection method is employed for pre-processing.

The quality of subset of features was verified. Before 
indulging into a classification technique, the correlation 
technique is applied to all features that are computed. 
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Different measures are used for computations. They include 
mean red, mean green, mean blue, brightness, standard 
deviation red, standard deviation blue and standard devia-
tion green. Texture measures are also used for better results. 
Different classifiers are used for empirical study as shown 
in Fig. 3.

Support vector machine: SVM is non-parametric and 
binary supervised learning classifier. LIBSVM library is 
used for implementing SVM. It supports four kinds of ker-
nels. In this study, Radial Basis Function (RBF) is used. 
Penalty and kernel are two parameters to be used for the 
RBF. SVM is used with cross validation for the purpose of 
the experiments.

Random forest (RF): Random forest (RF) is another 
well-known classifier used. It has been used widely for 
remote sensing images. A random method is used by RF 
and it needs two parameters namely number of predication 
variables and classification trees desired. RF has built in 
functionality to be carried out for predictions.

K-nearest neighbour: KNN is widely used classifier due 
to its simplicity and also flexibility. It assigns an object to 
a class depending on the nearest neighbours in the search 

space. From the training set closes nearest neighbours are 
considered to predict a new object. Cross-validation and 
bootstrap values are used for searching the best K value.

Decision tree: Of late, DT is widely used to deal with 
remote sensing imagery. Binary recursive partitioning is 
employed to have a tree grown. The split process of the 
dataset is repeated until the terminal nodes are too small or 
too few to be split.

Adaboost.M1: To have ensemble of methods, boosting 
is a popular method. Therefore, the Adahoost.M1 is used for 
classification of objects in earth observation imagery. Alpha 
is a learning factor (a constant) used for experiments. The 
value 100 is set for number of trees and number of iterations.

Naïve Bayes: It is another powerful tool for classification 
of spatial imagery. Probabilistic representation and reason-
ing are employed in this algorithm. It also deals with condi-
tions of uncertainty. The problem is then boiled down to con-
ditional probability and it is widely used classifier for remote 
sensing imagery. Accuracy assessment and visual assess-
ment are employed to know the advantages of the proposed 
system. The experiments are made with and without feature 
selection. The difference in results with a single selected 

Fig. 2  Segmented image a and its corresponding interpretation image b for area 1 and segmented image c and its corresponding interpretation 
image d for area 2; both are taken at a scale of 100
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feature and all features are shown. The effect of training size 
on the accuracy of classification is provided. Homogenous 
and heterogeneous objects are there in the given dataset. 
In presence of such samples experiments are made. Agri-
cultural environment is considered for empirical study. The 

proposed feature subset selection algorithm is based on two 
measures namely entropy and gain. Entropy measures impu-
rity while gain reflects the amount of information a feature 
can help in contributing class label identification.
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Fig. 3  Shows the methodology of the proposed approach
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The feature selection is made based on the proposed algo-
rithm which helps in identification of features that lead to 
contribution of class label selection. This has potential to 
improve quality in training and then improve performance of 
the classification techniques used in the proposed approach. 
The proposed algorithm uses the measures like entropy and 
gain to determine the correlation between features. Entropy 
as in Eq. (1) shows the uncertainty in the dataset while the 
gain as in Eq. (2) is derived from the entropy. They are com-
puted based on the data associated with features of dataset.

Gain reveals the possible reduction in entropy and the two 
measures are related to each other to have a mechanism to 
determine correlations among features. This is very impor-
tant consideration for making decisions in choosing subset 
of features from given dataset that are highly relevant to the 
given objective.

Experimental results

Experiments are made with high-resolution spatial images 
of two areas as shown in Fig. 2. In either case, different 
classifiers are built and the performance of the classifiers is 
evaluated. The classification algorithms include SVM, RF, 
Adaboost.M1, Naïve Bayes and DT.

(1)H(X) =
∑

x∈X

p(x) log2 p(x)

(2)Gain (X∕Y) = H(X) − H(X∕Y)

= H(Y)−H(Y∕X)

Results on area 1

Area 1 considered in Fig.  2 is used and the results are 
observed. The results are presented with segmentation scale 
and overall accuracy as performance metrics to compare 
among the aforementioned classifiers. Spline line of mean 
is a measure used to have spatial analysis which is based on 
selected features or all features.

As presented in Table 1, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features.

Table 1  Shows overall accuracy of SVM classifier with spline line of 
mean with chosen feature and all features

SVM

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.85 0.86
50 0.86 0.87
70 0.88 0.89
90 0.87 0.87
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.85 0.87
190 0.87 0.86

Fig. 4  Performance comparison 
with SVM
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As presented in Fig. 4, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the SVM 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 2, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features

As presented in Fig. 5, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the RF 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 

Table 2  Shows overall accuracy of RF classifier with spline line of mean with chosen feature and all features

RF

Segmentation code Overall accuracy

Spline line of mean with selected feature Spline line of mean with all feature

30 0.89 0.89
50 0.88 0.87
70 0.88 0.89
90 0.87 0.87
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.88 0.88
190 0.885 0.89

Fig. 5  Performance comparison 
with RF

Table 3  Shows overall accuracy of adaboost.M1 classifier with spline 
line of mean with chosen feature and all features

Adaboost.M1

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.81 0.81
50 0.82 0.825
70 0.85 0.86
90 0.9 0.89
110 0.85 0.86
130 0.86 0.88
150 0.88 0.88
170 0.88 0.88
190 0.89 0.89
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overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 3, overall accuracy of adaboost.M1 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features

As presented in Fig. 6, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Ada-
boost.M1 classifier. The results are observed with and with-
out feature selection. The segmentation scale has its influ-
ence on the overall accuracy. Another important observation 
is that when feature selection is used, it results in improved 
performance.

As presented in Table 4, overall accuracy of Naïve Bayes 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features

Fig. 6  Performance comparison 
with Adaboost.M1

Table 4  Shows overall accuracy of Naïve Bayes classifier with spline 
line of mean with chosen feature and all features

Naïve Bayes

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.79 0.74
50 0.8 0.76
70 0.8 0.77
90 0.82 0.79
110 0.84 0.795
130 0.83 0.798
150 0.85 0.798
170 0.88 0.8
190 0.9 0.8

Fig. 7  Performance comparison 
with Naïve Bayes



 Applied Nanoscience

1 3

As presented in Fig. 7, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Naïve 
Bayes classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

As presented in Table 5, overall accuracy of DT classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features

As presented in Fig. 8, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the DT 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

Results of area 2

The high-resolution spatial image related to agricultural 
environment provided in Fig. 2 (c) is used for another set of 
experiments. The results with different classifiers are pre-
sented in this sub section.

As presented in Table 6, overall accuracy of SVM clas-
sifier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

As presented in Fig. 9, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the SVM 
classifier. The results are observed with and without feature 
selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 7, overall accuracy of RF classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

As presented in Fig. 10, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the RF 
classifier. The results are observed with and without feature 

Table 5  Shows overall accuracy of DT classifier with spline line of 
mean with chosen feature and all features

DT

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.75 0.76
50 0.78 0.78
70 0.8 0.8
90 0.83 0.84
110 0.85 0.85
130 0.87 0.86
150 0.89 0.87
170 0.9 0.88
190 0.88 0.86

Fig. 8  Performance comparison 
with DT
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selection. The segmentation scale has its influence on the 
overall accuracy. Another important observation is that when 
feature selection is used, it results in improved performance.

As presented in Table 8, overall accuracy of Adaboost.M1 
classifier is provided against different segmentation scales. 
The results show the overall accuracy with a single feature 
and all features using area 2

As presented in Fig. 11, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Ada-
boost.M1 classifier. The results are observed with and with-
out feature selection. The segmentation scale has its influ-
ence on the overall accuracy. Another important observation 
is that when feature selection is used, it results in improved 
performance.

As presented in Table 9, overall accuracy of Naïve Bayes 
classifier is provided against different segmentation scales. 

Table 6  Shows overall accuracy of SVM classifier with spline line of 
mean with chosen feature and all features

SVM

Segmenta-
tion Scale

Overall accuracy

Spline line 
of mean with 
selected feature

Spline line of mean with all feature

30 0.81 0.81
50 0.82 0.825
70 0.85 0.86
90 0.9 0.89
110 0.85 0.86
130 0.86 0.88
150 0.84 0.85
170 0.79 0.78
190 0.78 0.79

Fig. 9  Performance comparison 
with SVM with area 2 imagery

Table 7  Shows overall accuracy of RF classifier with spline line of mean with chosen feature and all features

RF

Segmentation code Overall accuracy

Spline line of mean with selected feature Spline line of mean with all feature

30 0.87 0.87
50 0.86 0.86
70 0.85 0.85
90 0.845 0.84
110 0.85 0.85
130 0.87 0.86
150 0.89 0.88
170 0.89 0.88
190 0.88 0.87
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The results show the overall accuracy with a single feature 
and all features using area 2

As presented in Fig. 12, the segmentation scale used from 
30 to 190 incremented by 20. It is presented in horizontal 
axis. The vertical axis showed overall accuracy of the Naïve 
Bayes classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

As presented in Table 10, overall accuracy of DT classi-
fier is provided against different segmentation scales. The 
results show the overall accuracy with a single feature and 
all features using area 2

Fig. 10  Performance com-
parison with RF with area 2 
imagery

Table 8  Shows overall accuracy of Adaboost.M1 classifier with 
spline line of mean with chosen feature and all features

Adaboost.M1

Segmentation 
code

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.78 0.79
50 0.8 0.8
70 0.79 0.82
90 0.82 0.82
110 0.795 0.84
130 0.8 0.83
150 0.82 0.85
170 0.84 0.855
190 0.84 0.86

Fig. 11  Performance com-
parison with RF with area 2 
imagery
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As presented in Fig. 13, the segmentation scale used 
from 30 to 190 incremented by 20. It is presented in hori-
zontal axis. The vertical axis showed overall accuracy of 
the DT classifier. The results are observed with and without 
feature selection. The segmentation scale has its influence 
on the overall accuracy. Another important observation is 
that when feature selection is used, it results in improved 
performance.

Conclusions and future work

In this paper, we considered different factors of high-resolu-
tion images collected through remote sensing in agricultural 
environments for spatial data mining. In other words, the spa-
tial imagery is subjected to supervised learning with different 
state of the art mining algorithms. The factors include the 

Table 9  Shows overall accuracy of Naïve Bayes classifier with spline 
line of mean with chosen feature and all features

Naïve Bayes

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.81 0.79
50 0.8 0.76
70 0.8 0.77
90 0.82 0.79
110 0.84 0.795
130 0.83 0.798
150 0.85 0.798
170 0.88 0.8
190 0.9 0.8

Fig. 12  Performance compari-
son with Naïve Bayes with area 
2 imagery

Table 10  Shows overall accuracy of DT classifier with spline line of 
mean with chosen feature and all features

DT

Segmentation 
Scale

Overall accuracy

Spline line of mean with 
selected feature

Spline line of 
mean with all 
feature

30 0.87 0.87
50 0.86 0.865
70 0.85 0.86
90 0.85 0.85
110 0.85 0.85
130 0.87 0.86
150 0.89 0.88
170 0.89 0.88
190 0.88 0.87
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Fig. 13  Performance com-
parison with DT with area 2 
imagery

presence of mixed objects, feature selection, size of training 
set and segmentation scale and the classification techniques 
studied are Support Vector Machine (SVM), Random Forest 
(RF), Naïve Bayes, k-Nearest Neighbour (KNN), Adaboost.
M1 and Decision Table (DT). With respect to SVM and RF, 
overall accuracy changed linearly when segmentation scale is 
increased. Highest overall accuracy is exhibited by RF when 
training ratio is increased. The RF and DT were found to be 
very stable with and without feature selection technique. Fea-
ture selection has improved performance of Naïve Bayes but 
there was no improvement with Adaboost.M1. When num-
ber of mixed objects are increased in the imagery, accuracy 
of performance is different for each method. The imagery 
used for the empirical study are related agricultural environ-
ments. Feature selection using the proposed algorithm has its 
impact on the overall accuracy. Having used the techniques 
for spatial data analysis with high-resolution images, it is an 
important direction for future work to investigate on the low 
and medium resolution images. Finding trends in land cover 
usage is another direction for future work.
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